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#### Abstract

We derive the traveling periodic waves of the discrete modified Korteweg-de Vries equation by using a nonlinearization method. Modulational stability of the traveling periodic waves is studied from the squared eigenfunction relation and the Lax spectrum. We use numerical approximations to show that, similar to the continuous counterpart, the family of dnoidal solutions is modulationally stable and the family of cnoidal solutions is modulationally unstable. Consequently, algebraic solitons propagate on the dnoidal wave background and rogue waves (spatially and temporally localized events) are dynamically generated on the cnoidal wave background.
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## 1. Introduction

The modified Korteweg-de Vries (mKdV) equation is an important model for dynamics of long internal waves in the cases when the quadratic nonlinearity vanishes [1,2]. This model is integrable with the inverse scattering transform method [3], which makes it attractive for many studies, e.g., the existence, stability, and dynamics of the traveling periodic waves [4,5].

Spatial discretizations of the integrable models are also integrable with the inverse scattering transform method [6]. One of such models was obtained in [7] as the spatial discretization of the modified Korteweg-de Vries (mKdV) equation. We call it the dmKdV equation and write it in the normalized form:
$\dot{u}_{n}=\left(1+u_{n}^{2}\right)\left(u_{n+1}-u_{n-1}\right), \quad n \in \mathbb{Z}$,
where the dot represents the derivative of $\left\{u_{n}(t)\right\}_{n \in \mathbb{Z}} \in \mathbb{R}^{\mathbb{Z}}$ with respect to the time variable $t \in \mathbb{R}$. In the continuum limit, long waves of small amplitudes can be modeled by
$u_{n}(t)=\varepsilon u(\xi, \tau), \quad \xi:=\varepsilon(n+2 t), \quad \tau:=\frac{1}{3} \varepsilon^{3} t$,
where $\varepsilon$ is a formal small parameter. Substituting (1.2) into (1.1) and neglecting higher-order terms beyond the formal order of $\mathcal{O}\left(\varepsilon^{4}\right)$ yield the mKdV equation
$\mathfrak{u}_{\tau}=6 \mathfrak{u}^{2} \mathfrak{u}_{\xi}+\mathfrak{u}_{\xi \xi \xi}$.

[^0]Traveling periodic waves of the mKdV equation have been studied recently in many details. Two families are given by the Jacobi dnoidal and cnoidal functions [5], namely

$$
\begin{align*}
& \mathfrak{u}(\xi, \tau)=\operatorname{dn}\left(\xi+\left(2-k^{2}\right) \tau ; k\right), \\
& \mathfrak{u}(\xi, \tau)=k \operatorname{cn}\left(\xi+\left(2 k^{2}-1\right) \tau ; k\right), \tag{1.4}
\end{align*}
$$

where $k \in(0,1)$ is elliptic modulus and the solutions can be generalized by using the translational and scaling invariance of the mKdV equation. The two traveling periodic wave solutions (1.4) are continued into two families expressed by the rational functions of the Jacobi elliptic functions [8].

Stability of dnoidal and cnoidal waves of the mKdV equation with respect to periodic perturbations of the same period was studied in [9-11]. Extension of the stability analysis to the other families of traveling periodic waves was obtained in [12,13]. Modulational stability of these solutions with respect to long perturbations was studied in [4,5,14], where it was shown that the dnoidal waves are modulationally stable and the cnoidal waves are modulationally unstable. These stability results are illustrated in Figs. 1 and 2 for the dnoidal and cnoidal waves respectively. The description of how the figures were generated can be found in Appendix A. Since the stability spectrum is on the imaginary axis for the dnoidal waves (Fig. 1), the dnoidal waves are spectrally (and modulationally) stable. On the other hand, the stability spectrum for the cnoidal waves (Fig. 2) contains a band outside the imaginary axis and the band intersects the origin, hence the cnoidal waves are spectrally (and modulationally) unstable.

The immediate consequence of the modulational stability results is that the rogue waves (spatially and temporally local-


Fig. 1. Lax spectrum (left) and stability spectrum (right) for the dnoidal wave with $k=0.9$.


Fig. 2. Lax spectrum (left) and stability spectrum (right) for the cnoidal wave with $k=0.8$ (top) and $k=0.92$ (bottom).
ized events) only arise on the background of the cnoidal waves whereas a steady propagation of an algebraic soliton (a spatially decaying traveling wave) is observed on the background of the dnoidal waves [15]. Similar results were extended to the more general families of traveling periodic waves of the mKdV equation [8,16]. A general approach towards analysis of modulational stability of traveling periodic waves of the mKdV and other related equations can be found in [17].

The dmKdV equation is a real-valued flow of the integrable hierarchy of complex-valued discrete equations which starts at the Ablowitz-Ladik (AL) equation [18]. Rogue waves on the constant background have been constructed for the Ablowitz-Ladik
(AL) equation $[19,20]$ and the complex dmKdV (Hirota) equations [21,22]. Rogue waves are related to the modulation instability of the constant-amplitude waves which leads to appearance of breathers localized on the lattice [23,24].

Computations of rogue waves and breathers are usually performed with the Darboux transformations by using explicit solutions of the Lax equations considered at the constant-amplitude waves. It is much harder to analyze the Lax equations on the traveling waves, when they are either spatially periodic or spatially decaying. Constructions of such rogue waves on the periodic wave background have been elaborated for the continuous systems such as the NLS equation [25-27], the mKdV equation [8,

15], the sine-Gordon equation [28,29], and the derivative NLS equation [30-32]. No such rogue waves have been constructed for the discrete counterparts of these equations to the best of our knowledge. On the other hand, exact solutions for the traveling periodic solutions of the discrete equations have been previously constructed in the literature [33,34].

The nonlinearization method [35] has been used to characterize the traveling periodic waves in the continuous integrable systems, see [ $8,15,25,26,29,31]$ and references therein. This method is considerably more complicated when it is applied to the discrete nonlinear equations such as the hierarchy of the AL equations [36]. Another complication is that different forms of the Darboux transformations have been obtained for the AL equations based on different Lax representations [37]. To study the modulational stability and to construct rogue wave solutions on the periodic background, one needs to select the correct Darboux transformation.

As the first step towards the ultimate goal of studying traveling periodic waves of the AL equation, we consider here the case of the dmKdV equation and make a precise connection between the traveling periodic waves and the squared eigenfunctions of the Lax system of linear equations.

Among outcomes of the nonlinearization method, we give numerically-assisted solutions of the modulational stability problem for the two families of the traveling periodic waves. We confirm in a complete analogy with the case of the continuous mKdV equation that the dnoidal waves are modulationally stable and the cnoidal waves are modulationally unstable. We also construct new solutions of the dmKdV equation by using the Darboux transformations. The new solutions describe the steady propagation of an algebraic soliton on the dnoidal wave background and the appearance of a rogue wave on the cnoidal wave background.

Although the analytical methods of our work rely on integrability of the dmKdV equation, the results are important for applications of rogue waves in a variety of physical systems. For instance, periodic waves are common in nonintegrable lattices on the background of numerically approximated breathers [24]. Exact solutions constructed for the limiting integrable discrete systems can be used as seeds of numerical methods for more general nonintegrable lattices.

The paper is organized as follows. Section 2 presents the integrable symplectic map which arises from the Lax system in the nonlinearization method. Section 3 shows that the class of traveling periodic waves of the dmKdV equation is obtained from integrability of the symplectic map. Two families of traveling periodic waves are available in the closed analytical form by means of the Jacobi (dnoidal and cnoidal) elliptic functions. Section 4 gives a numerically-assisted solution of the modulational stability problem for the two families of traveling periodic waves. Sections 5 and 6 present respectively the one-fold and two-fold Darboux transformations, which are then used to construct respectively the algebraic soliton propagating on the dnoidal wave background and the rogue waves generated on the cnoidal wave background. Section 7 contains the summary and the roadmap for further studies. Appendix A gives details of the Lax and stability spectra for the dnoidal and cnoidal waves in the continuous mKdV equation. Appendix B presents the proof that the constant wave solution is modulationally stable in the dmKdV equation. Appendix C gives the proof of the two-fold Darboux transformation for the dmKdV equation assisted with symbolic computations.

## 2. Nonlinearization method with a single eigenvalue

Eq. (1.1) is a compatibility condition for the following Lax pair of linear equations:

$$
\begin{align*}
& \varphi_{n+1}=U\left(u_{n}, \lambda\right) \varphi_{n}, \\
& U\left(u_{n}, \lambda\right)=\frac{1}{\sqrt{1+u_{n}^{2}}}\left(\begin{array}{cc}
\lambda & u_{n} \\
-u_{n} & \lambda^{-1}
\end{array}\right), \tag{2.1}
\end{align*}
$$

and

$$
\begin{align*}
& \dot{\varphi}_{n}=V\left(u_{n}, \lambda\right) \varphi_{n}, \\
& V\left(u_{n}, \lambda\right)=\left(\begin{array}{cc}
\frac{1}{2}\left(\lambda^{2}-\lambda^{-2}\right) & \lambda u_{n}+\lambda^{-1} u_{n-1} \\
-\lambda u_{n-1}-\lambda^{-1} u_{n} & -\frac{1}{2}\left(\lambda^{2}-\lambda^{-2}\right)
\end{array}\right), \tag{2.2}
\end{align*}
$$

where $\left\{\varphi_{n}(t)\right\}_{n \in \mathbb{Z}} \in\left(\mathbb{C}^{2}\right)^{\mathbb{Z}}$ depends on time $t$ and $\lambda \in \mathbb{C}$ is a spectral parameter which is independent of $n$ and $t$.

Remark 1. There exists another Lax pair of the same dmKdV Eq. (1.1) given by
$U\left(u_{n}, \lambda\right)=\left(\begin{array}{cc}\lambda & u_{n} \\ -u_{n} & \lambda^{-1}\end{array}\right)$
and
$V\left(u_{n}, \lambda\right)=\left(\begin{array}{cc}\frac{1}{2}\left(\lambda^{2}-\lambda^{-2}\right)+u_{n} u_{n-1} & \lambda u_{n}+\lambda^{-1} u_{n-1} \\ -\lambda u_{n-1}-\lambda^{-1} u_{n} & -\frac{1}{2}\left(\lambda^{2}-\lambda^{-2}\right)+u_{n} u_{n-1}\end{array}\right)$.
However, this Lax pair cannot be used to connect the squared eigenfunctions of the linear equations with the traveling periodic waves of the dmKdV equation in the nonlinearization method.

Let $\left\{\varphi_{n}(t)\right\}_{n \in \mathbb{Z}}$ be a nontrivial solution to the linear system (2.1) and (2.2) for a specific value $\lambda=\lambda_{1} \in \mathbb{C}$. The following symmetry exists:

$$
\begin{aligned}
& \text { If } \varphi_{n}=\left(p_{n}, q_{n}\right)^{\mathrm{T}} \text { is a solution for } \lambda=\lambda_{1} \text {, then } \varphi_{n}=\left(-q_{n}, p_{n}\right)^{\mathrm{T}} \\
& \text { is a solution for } \lambda=\lambda_{1}^{-1} \text {. }
\end{aligned}
$$

Following the nonlinearization method [36], we assume that $\lambda_{1}^{4} \neq 1$ and consider the following constraint between the potential $\left\{u_{n}(t)\right\}_{n \in \mathbb{Z}}$ and the squared eigenfunction $\left\{\varphi_{n}(t)\right\}_{n \in \mathbb{Z}}$ with $\varphi_{n}=\left(p_{n}, q_{n}\right)^{\mathrm{T}}$ for a single eigenvalue $\lambda=\lambda_{1}$ :
$u_{n}=\lambda_{1} p_{n}^{2}+\lambda_{1}^{-1} q_{n}^{2}, \quad n \in \mathbb{Z}$.
Substituting (2.3) into the spatial part (2.1) of Lax system with $\lambda=\lambda_{1}$, we obtain the discrete map $\varphi_{n+1}=(\mathcal{E} \varphi)_{n}, n \in \mathbb{Z}$ given by

$$
\begin{equation*}
(\mathcal{E} \varphi)_{n}:=\frac{1}{\sqrt{1+\left(\lambda_{1} p_{n}^{2}+\lambda_{1}^{-1} q_{n}^{2}\right)^{2}}}\binom{\lambda_{1} p_{n}+\left(\lambda_{1} p_{n}^{2}+\lambda_{1}^{-1} q_{n}^{2}\right) q_{n}}{\lambda_{1}^{-1} q_{n}-\left(\lambda_{1} p_{n}^{2}+\lambda_{1}^{-1} q_{n}^{2}\right) p_{n}} . \tag{2.4}
\end{equation*}
$$

In addition to the constraint (2.3), another constraint is given by
$u_{n-1}=\lambda_{1}^{-1} p_{n}^{2}+\lambda_{1} q_{n}^{2}, \quad n \in \mathbb{Z}$.
This constraint is obtained by using (2.1), (2.3), and the shift operators $E$ and $E^{-1}$ defined by $(E \varphi)_{n}:=\varphi_{n+1}$ and $\left(E^{-1} \varphi\right)_{n}:=$ $\varphi_{n-1}$ in the following computation:

$$
\begin{aligned}
u_{n-1} & =E^{-1}\left(\lambda_{1} p_{n}^{2}+\lambda_{1}^{-1} q_{n}^{2}\right) \\
& =E^{-1}\left[\frac{\lambda_{1} p_{n}^{2}+\lambda_{1}^{-1} q_{n}^{2}+u_{n}^{2}\left(\lambda_{1}^{-1} q_{n}^{2}+\lambda_{1} p_{n}^{2}\right)}{1+u_{n}^{2}}\right] \\
& =E^{-1}\left[\frac{\lambda_{1}^{-1}\left(\lambda_{1} p_{n}+u_{n} q_{n}\right)^{2}+\lambda_{1}\left(\lambda_{1}^{-1} q_{n}-u_{n} p_{n}\right)^{2}}{1+u_{n}^{2}}\right] \\
& =E^{-1}\left[\lambda_{1}^{-1}\left(E p_{n}\right)^{2}+\lambda_{1}\left(E q_{n}\right)^{2}\right] \\
& =\lambda_{1}^{-1} p_{n}^{2}+\lambda_{1} q_{n}^{2} .
\end{aligned}
$$

It follows from (2.3) and (2.5) that the squared eigenfunction $\left\{\varphi_{n}(t)\right\}_{n \in \mathbb{Z}}$ and the potential $\left\{u_{n}(t)\right\}_{n \in \mathbb{Z}}$ satisfy the following inverse relations:
$p_{n}^{2}=\frac{\lambda_{1} u_{n}-\lambda_{1}^{-1} u_{n-1}}{\lambda_{1}^{2}-\lambda_{1}^{-2}}, \quad q_{n}^{2}=\frac{\lambda_{1} u_{n-1}-\lambda_{1}^{-1} u_{n}}{\lambda_{1}^{2}-\lambda_{1}^{-2}}$,
where $\lambda_{1}^{4} \neq 1$ is assumed.
The following lemma characterizes the discrete map $\varphi_{n+1}=$ $(\mathcal{E} \varphi)_{n}$ given by (2.4) as the symplectic map in $\mathbb{C}^{2}$ with the 2-form $d p_{n} \wedge d q_{n}$ [38].

Lemma 1. The map $\mathcal{E}$ given by (2.4) is symplectic in $\mathbb{C}^{2}$ with the 2 -form $d p_{n} \wedge d q_{n}$.

Proof. The map is symplectic if $d E p_{n} \wedge d E q_{n}=d p_{n} \wedge d q_{n}$. In order to prove this relation we use (2.3) and obtain that
$d u_{n}=2 \lambda_{1} p_{n} d p_{n}+2 \lambda_{1}^{-1} q_{n} d q_{n}$.
It follows from (2.1) that
$d E p_{n}=\frac{\left(1+u_{n}^{2}\right)\left(\lambda_{1} d p_{n}+u_{n} d q_{n}+q_{n} d u_{n}\right)-\left(\lambda_{1} p_{n}+u_{n} q_{n}\right) u_{n} d u_{n}}{\left(1+u_{n}^{2}\right)^{\frac{3}{2}}}$,
$d E q_{n}=\frac{\left(1+u_{n}^{2}\right)\left(\lambda_{1}^{-1} d q_{n}-u_{n} d p_{n}-p_{n} d u_{n}\right)-\left(\lambda_{1}^{-1} q_{n}-u_{n} p_{n}\right) u_{n} d u_{n}}{\left(1+u_{n}^{2}\right)^{\frac{3}{2}}}$.
Since $d p_{n} \wedge d p_{n}=d q_{n} \wedge d q_{n}=0$, it follows by direct computation that

$$
\begin{aligned}
d E p_{n} \wedge d E q_{n}= & \frac{1}{\left(1+u_{n}^{2}\right)^{2}}\left[\left(1+u_{n}^{2}\right)\left(\lambda_{1} d p_{n}+u_{n} d q_{n}+q_{n} d u_{n}\right)\right. \\
& \wedge\left(\lambda_{1}^{-1} d q_{n}-u_{n} d p_{n}-p_{n} d u_{n}\right) \\
& -u_{n}\left(\lambda_{1}^{-1} q_{n}-u_{n} p_{n}\right)\left(\lambda_{1} d p_{n}+u_{n} d q_{n}\right) \wedge d u_{n} \\
& \left.-u_{n}\left(\lambda_{1} p_{n}+u_{n} q_{n}\right) d u_{n} \wedge\left(\lambda_{1}^{-1} d q_{n}-u_{n} d p_{n}\right)\right] \\
= & d p_{n} \wedge d q_{n} \\
& +\frac{1}{\left(1+u_{n}^{2}\right)}\left(\lambda_{1}^{-1} q_{n} d u_{n} \wedge d q_{n}-\lambda_{1} p_{n} d p_{n} \wedge d u_{n}\right) \\
= & d p_{n} \wedge d q_{n},
\end{aligned}
$$

where the expression for $d u_{n}$ has been used to cancel the last term. This proves the relation $d E p_{n} \wedge d E q_{n}=d p_{n} \wedge d q_{n}$.

Substituting now (2.3) and (2.5) into the temporal part (2.2) of Lax system with $\lambda=\lambda_{1}$, we obtain the following nonlinear Hamiltonian system
$\frac{d p_{n}}{d t}=\frac{\partial H}{\partial q_{n}}, \quad \frac{d q_{n}}{d t}=-\frac{\partial H}{\partial p_{n}}$,
where $n \in \mathbb{Z}$ is fixed and the Hamiltonian $H=H\left(p_{n}, q_{n}\right)$ is given by

$$
\begin{align*}
H\left(p_{n}, q_{n}\right)= & \frac{1}{2}\left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right) p_{n} q_{n} \\
& +\frac{1}{2}\left(\lambda_{1} p_{n}^{2}+\lambda_{1}^{-1} q_{n}^{2}\right)\left(\lambda_{1}^{-1} p_{n}^{2}+\lambda_{1} q_{n}^{2}\right) \tag{2.8}
\end{align*}
$$

Since $H\left(p_{n}, q_{n}\right)$ is $t$-independent, the Hamiltonian system (2.7)(2.8) is integrable in the Liouville sense.

The following lemma ensures that the Hamiltonian $H\left(p_{n}, q_{n}\right)$ is a constant of motion for the symplectic map given by (2.4).

Lemma 2. Let $F_{1}:=2 H\left(p_{n}, q_{n}\right)$. Then, $F_{1}$ is independent of $n \in \mathbb{Z}$.
Proof. It follows by differentiating of the constraint (2.3) in $t$ that
$\dot{u}_{n}=\lambda_{1}^{3} p_{n}^{2}+\lambda_{1}^{-3} q_{n}^{2}-u_{n-1}+2 u_{n}\left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right) p_{n} q_{n}$.
By using the dmKdV equation (1.1), the Lax system (2.1) and (2.2) with $\lambda=\lambda_{1}$, and the relation (2.9), we obtain that
$\left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right) p_{n+1} q_{n+1}+u_{n+1} u_{n}$

$$
\begin{aligned}
= & \frac{\left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right)}{1+u_{n}^{2}}\left(\lambda_{1} p_{n}+u_{n} q_{n}\right)\left(\lambda_{1}^{-1} q_{n}-u_{n} p_{n}\right)+u_{n+1} u_{n} \\
= & \left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right) p_{n} q_{n}+u_{n} u_{n+1} \\
& +\frac{u_{n}}{1+u_{n}^{2}}\left(u_{n-1}-\lambda_{1}^{3} p_{n}^{2}-\lambda_{1}^{-3} q_{n}-2 u_{n} p_{n} q_{n}\left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right)\right) \\
= & \left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right) p_{n} q_{n}+u_{n} u_{n-1},
\end{aligned}
$$

which implies that $F_{1}$ is independent of $n \in \mathbb{Z}$.
Since $F_{1}=2 H\left(p_{n}, q_{n}\right)$ is independent of both $n$ and $t$, the squared eigenfunction $\left\{\varphi_{n}(t)\right\}_{n \in \mathbb{Z}}$ with $\varphi_{n}=\left(p_{n}, q_{n}\right)^{\mathrm{T}}$ and the potential $\left\{u_{n}(t)\right\}_{n \in \mathbb{Z}}$ satisfy the following relation:
$p_{n} q_{n}=\frac{F_{1}-u_{n} u_{n-1}}{\lambda_{1}^{2}-\lambda_{1}^{-2}}$.
Substituting (2.6) and (2.10) into (2.9) yields
$\dot{u}_{n}=\left(\lambda_{1}^{2}+\lambda_{1}^{-2}+2 F_{1}\right) u_{n}-2 u_{n-1}\left(1+u_{n}^{2}\right)$,
which together with (1.1) results in the second-order difference equation
$\left(1+u_{n}^{2}\right)\left(u_{n+1}+u_{n-1}\right)=\omega u_{n}, \quad n \in \mathbb{Z}$,
where $\omega:=\lambda_{1}^{2}+\lambda_{1}^{-2}+2 F_{1}$. Expanding $\left(F_{1}-u_{n} u_{n-1}\right)^{2}$ with the help of (2.6) and (2.10) yields the conserved quantity for (2.11) in the form:
$F_{1}^{2}+u_{n}^{2}+u_{n-1}^{2}+u_{n}^{2} u_{n-1}^{2}=\omega u_{n} u_{n-1}$.
Consequently, the second-order difference equation (2.11) is an integrable map with the first-order invariant (2.12).

To summarize, the integrable symplectic map $\mathcal{E}$ given by (2.4) and the integrable Hamiltonian system (2.7)-(2.8) obtained with the help of the relations (2.3) and (2.5) between the potential $\left\{u_{n}(t)\right\}_{n \in \mathbb{Z}}$ and the squared eigenfunction $\left\{\varphi_{n}(t)\right\}_{n \in \mathbb{Z}}$ with $\varphi_{n}=$ $\left(p_{n}, q_{n}\right)^{\mathrm{T}}$ is relevant for the class of solutions of the dmKdV equation given by solutions of the integrable second-order difference equation (2.11) with parameter $\omega:=\lambda_{1}^{2}+\lambda_{1}^{-2}+2 F_{1}$, where $\lambda_{1}$ is an eigenvalue satisfying $\lambda_{1}^{4} \neq 1$ and $F_{1}=2 H\left(p_{n}, q_{n}\right)$ is independent of $n \in \mathbb{Z}$ and $t \in \mathbb{R}$.

## 3. Class of traveling periodic waves

Integrability of the symplectic map $\mathcal{E}$ given by (2.4) and the Hamiltonian system (2.7)-(2.8) can be deduced by using the following Lax matrix [36]:
$W\left(p_{n}, q_{n}, \lambda\right)=$

$$
\left(\begin{array}{cc}
\frac{1}{2}-\frac{\lambda_{1}^{2} p_{n} q_{n}}{\lambda^{2}-\lambda_{1}^{2}}+\frac{\lambda_{1}^{-2} p_{n} q_{n}}{\lambda^{2}-\lambda_{1}^{-2}} & \frac{\lambda \lambda_{1} p_{n}^{2}}{\lambda^{2}-\lambda_{1}^{2}}+\frac{\lambda \lambda_{1}^{-1} q_{n}^{2}}{\lambda^{2}-\lambda_{1}^{-2}}  \tag{3.1}\\
-\frac{\lambda \lambda_{1} q_{n}^{2}}{\lambda^{2}-\lambda_{1}^{2}}-\frac{\lambda \lambda_{1}^{-1} p_{n}^{2}}{\lambda^{2}-\lambda_{1}^{-2}} & -\frac{1}{2}+\frac{\lambda_{1}^{2} p_{n} q_{n}}{\lambda^{2}-\lambda_{1}^{2}}-\frac{\lambda_{1}^{-2} p_{n} q_{n}}{\lambda^{2}-\lambda_{1}^{-2}}
\end{array}\right)
$$

where $\left\{\varphi_{n}(t)\right\}_{n \in \mathbb{Z}}$ with $\varphi_{n}=\left(p_{n}, q_{n}\right)^{\mathrm{T}}$ is a nontrivial solution of the Lax system (2.1) and (2.2) with $\lambda=\lambda_{1}$ used in the constraints (2.3) and (2.5) and $\lambda \in \mathbb{C}$ is an arbitrary spectral parameter. The symplectic map $\varphi_{n+1}=(\mathcal{E} \varphi)_{n}$ is equivalent to the discrete map equation
$W\left(p_{n+1}, q_{n+1}, \lambda\right) U\left(u_{n}, \lambda_{1}\right)-U\left(u_{n}, \lambda_{1}\right) W\left(p_{n}, q_{n}, \lambda\right)=0$.
The Hamiltonian system (2.7)-(2.8) is equivalent to the timedependent equation

$$
\begin{equation*}
\frac{d}{d t} W\left(p_{n}, q_{n}, \lambda\right)=V\left(u_{n}, \lambda_{1}\right) W\left(p_{n}, q_{n}, \lambda\right)-W\left(p_{n}, q_{n}, \lambda\right) V\left(u_{n}, \lambda_{1}\right) . \tag{3.3}
\end{equation*}
$$

In both Eqs. (3.2) and (3.3), $u_{n}$ and $u_{n-1}$ are related to $p_{n}^{2}$ and $q_{n}^{2}$ by means of the constraints (2.3) and (2.5).

The following lemma introduces the polynomial $P(\lambda)$ associated with the second-order difference equation (2.11), roots of which give admissible values for $\lambda_{1}$ in the constraints (2.3) and (2.5).

Lemma 3. For every $\omega$ in the second-order difference equation (2.11) and every $F_{1}$ in the first-order invariant (2.12), $\pm \lambda_{1}$ and $\pm \lambda_{1}^{-1}$ are simple roots of the polynomial $P(\lambda)$ given by
$P(\lambda):=\lambda^{8}-2 \omega \lambda^{6}+\left(2+\omega^{2}-4 F_{1}^{2}\right) \lambda^{4}-2 \omega \lambda^{2}+1$.
Proof. Since det $W\left(p_{n}, q_{n}, \lambda\right)$ is a generating function of conserved quantities for the symplectic map $\mathcal{E}$ given by (2.4) and the Hamiltonian system (2.7)-(2.8) [39,40], it is independent of $n$ and $t$. Using (2.8) and (3.1), we compute det $W\left(p_{n}, q_{n}, \lambda\right)$ in the explicit form
$\operatorname{det} W\left(p_{n}, q_{n}, \lambda\right)=-\frac{1}{4}+\frac{\lambda^{2} F_{1}}{\left(\lambda^{2}-\lambda_{1}^{2}\right)\left(\lambda^{2}-\lambda_{1}^{-2}\right)}$.
Hence $\pm \lambda_{1}$ and $\pm \lambda_{1}^{-1}$ are simple poles of $\operatorname{det} W\left(p_{n}, q_{n}, \lambda\right)$. On the other hand, we can rewrite $W\left(p_{n}, q_{n}, \lambda\right)$ by using (2.6) and (2.10) in the form

$$
\begin{aligned}
& W\left(p_{n}, q_{n}, \lambda\right) \\
& =\left(\begin{array}{cc}
\frac{1}{2}-\frac{\lambda^{2}\left(F_{1}-u_{n} u_{n-1}\right)}{\left(\lambda^{2}-\lambda_{1}^{2}\right)\left(\lambda^{2}-\lambda_{1}^{-2}\right)} & \frac{\lambda\left(\lambda^{2} u_{n}-u_{n-1}\right)}{\left(\lambda^{2}-\lambda_{1}^{2}\right)\left(\lambda^{2}-\lambda_{1}^{-2}\right)} \\
-\frac{\lambda\left(\lambda^{2} u_{n-1}-u_{n}\right)}{\left(\lambda^{2}-\lambda_{1}^{2}\right)\left(\lambda^{2}-\lambda_{1}^{-2}\right)} & -\frac{1}{2}+\frac{\lambda^{2}\left(F_{1}-u_{n} u_{n-1}\right)}{\left(\lambda^{2}-\lambda_{1}^{2}\right)\left(\lambda^{2}-\lambda_{1}^{-2}\right)}
\end{array}\right)
\end{aligned}
$$

from which we compute with the use of the conserved quantity (2.12) that
$\operatorname{det} W\left(p_{n}, q_{n}, \lambda\right)=-\frac{P(\lambda)}{4\left(\lambda^{2}-\lambda_{1}^{2}\right)^{2}\left(\lambda^{2}-\lambda_{1}^{-2}\right)^{2}}$,
where $P(\lambda)$ is given by (3.4). Since $\operatorname{det} W\left(p_{n}, q_{n}, \lambda\right)$ has simple poles at $\pm \lambda_{1}$ and $\pm \lambda_{1}^{-1}$, then $\pm \lambda_{1}$ and $\pm \lambda_{1}^{-1}$ are roots of the polynomial $P(\lambda)$.

Remark 2. Symmetry of coefficients of $P(\lambda)$ in (3.4) supports the quadruple symmetry of its roots at $\left\{ \pm \lambda_{1}, \pm \lambda_{1}^{-1}\right\}$. The polynomial $P(\lambda)$ has eight simple roots which form two quadruplets:
$P(\lambda)=\left(\lambda^{2}-\lambda_{1}^{2}\right)\left(\lambda^{2}-\lambda_{1}^{-2}\right)\left(\lambda^{2}-\lambda_{2}^{2}\right)\left(\lambda^{2}-\lambda_{2}^{-2}\right)$,
where $\lambda_{2}$ is related to $\lambda_{1}$ and $F_{1}$ by
$\lambda_{1}^{2}+\lambda_{1}^{-2}-\lambda_{2}^{2}-\lambda_{2}^{-2}+4 F_{1}=0$.
Two families of periodic solutions are available in the literature (see, e.g., [41]). We give details of these solutions separately and show that they are traveling wave solutions of the dmKdV equation of the form $u_{n}(t)=\phi(\alpha n+c t)$ with appropriately chosen $\alpha>0$ and $c>0$.

Remark 3. We have no proof that the second-order difference equation (2.11) admits no other periodic solutions except for the two families of dnoidal and cnoidal waves. Similarly, we have no proof that a general traveling wave solution of the dmKdV equation (1.1) in the form $u_{n}(t)=\phi(\alpha n+c t)$ with some $\alpha>$ 0 and $c \in \mathbb{R}$ must necessarily be a solution of the secondorder difference equation (2.11). Nevertheless, it is remarkable that the second-order difference equation (2.11) describes the real-valued standing wave solutions of the complex-valued AL equation, which is related to the dmKdV equation in the AL hierarchy.

### 3.1. Dnoidal periodic wave solutions

These are solutions of the dmKdV equation (1.1) and the second-order difference equation (2.11) given by the Jacobi dnoidal elliptic function:

$$
u_{n}(t)=\operatorname{Adn}(\xi ; k), \quad \xi:=\alpha n+c t
$$

where $k \in(0,1)$ is elliptic modulus and $A>0$ is defined up to the reflection symmetry:

$$
\text { If } u_{n}(t) \text { is a solution, then }-u_{n}(t) \text { is also a solution. }
$$

We are looking for appropriately chosen $\alpha>0$ and $c>0$ in addition to $k \in(0,1)$ and $A>0$. Another (translation) parameter can always be included due to the translational symmetry:

> If $u_{n}(t)$ is a solution, then $u_{n}\left(t+t_{0}\right)$ is also a solution for every $t_{0} \in \mathbb{R}$.

Using the formula for addition of the Jacobi elliptic functions,
$\operatorname{dn}(\xi \pm \alpha ; k)$

$$
=\frac{\operatorname{dn}(\xi ; k) \operatorname{dn}(\alpha ; k) \mp k^{2} \operatorname{sn}(\xi ; k) \operatorname{cn}(\xi ; k) \operatorname{sn}(\alpha ; k) \operatorname{cn}(\alpha ; k)}{1-k^{2} \operatorname{sn}^{2}(\xi ; k) \operatorname{sn}^{2}(\alpha ; k)},
$$

we obtain from (2.11) that
$\omega=2\left(1+A^{2}\right) \operatorname{dn}(\alpha ; k), \quad \omega \operatorname{sn}^{2}(\alpha ; k)=2 A^{2} \operatorname{dn}(\alpha ; k)$.
Since $A>0$, this gives the unique expressions for $A$ and $\omega$ :
$A=\frac{\operatorname{sn}(\alpha ; k)}{\operatorname{cn}(\alpha ; k)}, \quad \omega=\frac{2 \operatorname{dn}(\alpha ; k)}{\mathrm{cn}^{2}(\alpha ; k)}, \quad \alpha \in(0, K(k))$,
where the cutoff $K(k)$ for the range of $\alpha$ corresponds to the first positive zero of $\operatorname{cn}(\alpha ; k)=0$. Similarly, we obtain from (1.1) that
$c=2\left(1+A^{2}\right) \operatorname{sn}(\alpha ; k) \operatorname{cn}(\alpha ; k)$,
$c \operatorname{sn}^{2}(\alpha ; k)=2 A^{2} \operatorname{sn}(\alpha ; k) \operatorname{cn}(\alpha ; k)$,
which yields $c=2 A$. The exact dnoidal periodic wave solution can be written explicitly as

$$
\begin{align*}
& u_{n}(t)=\frac{\operatorname{sn}(\alpha ; k)}{\operatorname{cn}(\alpha ; k)} \operatorname{dn}(\alpha n+c t ; k),  \tag{3.5}\\
& c=\frac{2 \operatorname{sn}(\alpha ; k)}{\operatorname{cn}(\alpha ; k)}, \quad \omega=\frac{2 \operatorname{dn}(\alpha ; k)}{\operatorname{cn}^{2}(\alpha ; k)}
\end{align*}
$$

where $\alpha \in(0, K(k))$ and $k \in(0,1)$ are arbitrary parameters.

- As $k \rightarrow 0$, the dnoidal wave degenerates to the constant wave

$$
\begin{align*}
& u_{n}(t)=\tan (\alpha), \quad c=2 \tan (\alpha) \\
& \omega=2 \sec ^{2}(\alpha), \quad \alpha \in\left(0, \frac{\pi}{2}\right) \tag{3.6}
\end{align*}
$$

- As $k \rightarrow 1$, the dnoidal wave degenerates into the solitary wave

$$
\begin{align*}
& u_{n}(t)=\sinh (\alpha) \operatorname{sech}(\alpha n+c t), \quad c=2 \sinh (\alpha)  \tag{3.7}\\
& \omega=2 \cosh (\alpha), \quad \alpha \in(0, \infty)
\end{align*}
$$

Taking the conserved quantity (2.12) at $\xi=0$ yields

$$
\begin{aligned}
F_{1}^{2}= & A^{2}\left(\omega \operatorname{dn}(\alpha ; k)-1-\operatorname{dn}^{2}(\alpha ; k)-A^{2} \operatorname{dn}^{2}(\alpha ; k)\right) \\
= & \frac{\operatorname{sn}^{2}(\alpha ; k)}{\operatorname{cn}^{4}(\alpha ; k)}\left(2 \operatorname{dn}^{2}(\alpha ; k)-\operatorname{cn}^{2}(\alpha ; k)\right. \\
& \left.-\operatorname{dn}^{2}(\alpha ; k) \mathrm{cn}^{2}(\alpha ; k)-\operatorname{dn}^{2}(\alpha ; k) \operatorname{sn}^{2}(\alpha ; k)\right) \\
= & \left(1-k^{2}\right) \frac{\operatorname{sn}^{4}(\alpha ; k)}{\operatorname{cn}^{4}(\alpha ; k)},
\end{aligned}
$$

where we have used the fundamental relation for the Jacobi elliptic functions. This allows us to compute
$F_{1}=\sigma_{1} \sqrt{1-k^{2}} \frac{\mathrm{sn}^{2}(\alpha ; k)}{\mathrm{cn}^{2}(\alpha ; k)}, \quad \sigma_{1}= \pm 1$,
after which the bi-quadratic equation $\lambda_{1}^{2}+\lambda_{1}^{-2}=\omega-2 F_{1}$ is solved by
$\lambda_{1}^{2}=\frac{\left(1-\sigma_{1} \sigma_{2} \operatorname{sn}(\alpha ; k)\right)\left(\operatorname{dn}(\alpha ; k)+\sigma_{2} \sqrt{1-k^{2}} \operatorname{sn}(\alpha ; k)\right)}{\operatorname{cn}^{2}(\alpha ; k)}$,
$\sigma_{2}= \pm 1$.
The product of squared eigenvalues for different values of $\sigma_{2}$ and same value of $\sigma_{1}$ is equal to one. As a result, there exist exactly four pairs of real eigenvalues $\left\{ \pm \lambda_{1}, \pm \lambda_{1}^{-1}, \pm \lambda_{2}, \pm \lambda_{2}^{-1}\right\}$ ordered by
$0<\lambda_{1}<\lambda_{2}<1<\lambda_{2}^{-1}<\lambda_{1}^{-1}$,
where
$\lambda_{1}=\frac{\sqrt{(1-\operatorname{sn}(\alpha ; k))\left(\operatorname{dn}(\alpha ; k)-\sqrt{1-k^{2}} \operatorname{sn}(\alpha ; k)\right)}}{\operatorname{cn}(\alpha ; k)}$
and
$\lambda_{2}=\frac{\sqrt{(1-\operatorname{sn}(\alpha ; k))\left(\operatorname{dn}(\alpha ; k)+\sqrt{1-k^{2}} \operatorname{sn}(\alpha ; k)\right)}}{\operatorname{cn}(\alpha ; k)}$,
where we have used that $\operatorname{dn}(\alpha ; k)>\sqrt{1-k^{2}}>\sqrt{1-k^{2}} \operatorname{sn}(\alpha ; k)$ for $\alpha \in(0, K(k))$. In the two limiting cases, we have

$$
\begin{align*}
-\lambda_{2} & \rightarrow 1 \text { as } k \rightarrow 0 \text { and } \\
\lambda_{1} & \rightarrow \frac{1-\sin (\alpha)}{\cos (\alpha)}, \quad \alpha \in\left(0, \frac{\pi}{2}\right) . \tag{3.11}
\end{align*}
$$

- $\lambda_{2} \rightarrow \lambda_{1}$ as $k \rightarrow 1$ with

$$
\begin{equation*}
\lambda_{1} \rightarrow \sqrt{\cosh (\alpha)-\sinh (\alpha)}, \quad \alpha \in(0, \infty) . \tag{3.12}
\end{equation*}
$$

### 3.2. Cnoidal periodic wave solutions

These are solutions of the dmKdV equation (1.1) and the second-order difference equation (2.11) given by the Jacobi cnoidal elliptic function:
$u_{n}(t)=A \operatorname{cn}(\xi ; k), \quad \xi:=\alpha n+c t$,
with four parameters $A>0, \alpha>0, c>0$, and $k \in(0,1)$ as before. Using the formula for addition of the Jacobi elliptic functions,
$\operatorname{cn}(\xi \pm \alpha ; k)$

$$
=\frac{\mathrm{cn}(\xi ; k) \operatorname{cn}(\alpha ; k) \mp \operatorname{sn}(\xi ; k) \operatorname{dn}(\xi ; k) \operatorname{sn}(\alpha ; k) \operatorname{dn}(\alpha ; k)}{1-k^{2} \mathrm{sn}^{2}(\xi ; k) \mathrm{sn}^{2}(\alpha ; k)}
$$

we obtain similarly to the dnoidal solutions that
$A=k \frac{\operatorname{sn}(\alpha ; k)}{\operatorname{dn}(\alpha ; k)}$,
$c=\frac{2 \operatorname{sn}(\alpha ; k)}{\operatorname{dn}(\alpha ; k)}, \quad \omega=\frac{2 \operatorname{cn}(\alpha ; k)}{\operatorname{dn}^{2}(\alpha ; k)}, \quad \alpha \in(0, K(k))$,
where $K(k)$ corresponds to the first maximum of $\operatorname{sn}(\alpha ; k)$. The exact cnoidal periodic wave solution can be written explicitly as

$$
\begin{align*}
& u_{n}(t)=k \frac{\operatorname{sn}(\alpha ; k)}{\operatorname{dn}(\alpha ; k)} \operatorname{cn}(\alpha n+c t ; k) \\
& c=\frac{2 \operatorname{sn}(\alpha ; k)}{\operatorname{dn}(\alpha ; k)}, \quad \omega=\frac{2 \operatorname{cn}(\alpha ; k)}{\operatorname{dn}^{2}(\alpha ; k)} \tag{3.13}
\end{align*}
$$

where $\alpha \in(0, K(k))$ and $k \in(0,1)$ are arbitrary parameters. The limit $k \rightarrow 0$ gives the trivial solution, whereas the limit $k \rightarrow 1$ gives the same solitary wave (3.7). Taking the conserved quantity (2.12) at $\xi=0$ yields

$$
\begin{aligned}
F_{1}^{2}= & A^{2}\left(\omega \mathrm{cn}(\alpha ; k)-1-\mathrm{cn}^{2}(\alpha ; k)-A^{2} \mathrm{cn}^{2}(\alpha ; k)\right) \\
= & \frac{k^{2} \operatorname{sn}^{2}(\alpha ; k)}{\operatorname{dn}^{4}(\alpha ; k)}\left(2 \mathrm{cn}^{2}(\alpha ; k)-\operatorname{dn}^{2}(\alpha ; k)-\operatorname{dn}^{2}(\alpha ; k) \mathrm{cn}^{2}(\alpha ; k)\right. \\
& \left.-k^{2} \operatorname{sn}^{2}(\alpha ; k) \mathrm{cn}^{2}(\alpha ; k)\right) \\
= & -k^{2}\left(1-k^{2}\right) \frac{\operatorname{sn}^{4}(\alpha ; k)}{\operatorname{dn}^{4}(\alpha ; k)},
\end{aligned}
$$

where we have used the fundamental relation for the Jacobi elliptic functions. This allows us to compute
$F_{1}=i \sigma_{1} k \sqrt{1-k^{2}} \frac{\operatorname{sn}^{2}(\alpha ; k)}{\operatorname{dn}^{2}(\alpha ; k)}, \quad \sigma_{1}= \pm 1$,
after which the bi-quadratic equation $\lambda_{1}^{2}+\lambda_{1}^{-2}=\omega-2 F_{1}$ is solved by
$\lambda_{1}^{2}=\frac{\left(1-\sigma_{1} \sigma_{2} k \operatorname{sn}(\alpha ; k)\right)\left(\operatorname{cn}(\alpha ; k)+i \sigma_{2} \sqrt{1-k^{2}} \operatorname{sn}(\alpha ; k)\right)}{\operatorname{dn}^{2}(\alpha ; k)}$,

$$
\sigma_{2}= \pm 1
$$

There exist exactly two complex quadruplets of eigenvalues $\left\{ \pm \lambda_{1}\right.$, $\left.\pm \lambda_{1}^{-1}, \pm \bar{\lambda}_{1}, \pm \bar{\lambda}_{1}^{-1}\right\}$, where
$\lambda_{1}=\frac{\sqrt{(1-k \operatorname{sn}(\alpha ; k))\left(\operatorname{cn}(\alpha ; k)+i \sqrt{1-k^{2}} \operatorname{sn}(\alpha ; k)\right)}}{\operatorname{dn}(\alpha ; k)}$,
satisfies the ordering $\left|\lambda_{1}\right|<1<\left|\lambda_{1}^{-1}\right|$.
To summarize, the two families of traveling periodic waves of the dmKdV equation are given by the dnoidal wave (3.5) and the cnoidal wave (3.13). We have shown that the dnoidal waves are related to four pairs of real roots of $P(\lambda)$ symmetric about the unit circle and that the cnoidal waves are related to two quadruplets of complex roots of $P(\lambda)$ symmetric about the unit circle.

## 4. Modulational instability of traveling periodic waves

Let $\left\{u_{n}(t)\right\}_{n \in \mathbb{Z}}$ be a solution to the dmKdV equation (1.1). By adding a perturbation $\left\{v_{n}(t)\right\}_{n \in \mathbb{Z}}$ and expanding (1.1) up to the linear terms in $\left\{v_{n}(t)\right\}_{n \in \mathbb{Z}}$, we obtain the linearized dmKdV equation in the form:
$\dot{v}_{n}=\left(1+u_{n}^{2}\right)\left(v_{n+1}-v_{n-1}\right)+2 u_{n}\left(u_{n+1}-u_{n-1}\right) v_{n}, \quad n \in \mathbb{Z}$.
A useful property of integrable equations is the explicit relation between solutions of the linearized equations and solutions of the linear Lax equations. The following lemma specifies this relation for the linearized dmKdV equation (4.1).

Lemma 4. Let $\left\{\varphi_{n}(t)\right\}_{n \in \mathbb{Z}}$ with $\varphi_{n}=\left(p_{n}, q_{n}\right)^{\mathrm{T}}$ be an arbitrary solution of the Lax system (2.1) and (2.2) with some arbitrary $\lambda$. Then,
$v_{n}=\lambda p_{n}^{2}-\lambda^{-1} q_{n}^{2}+2 u_{n} p_{n} q_{n}$
is a solution to the linearized dmKdV equation (4.1).
Proof. The proof is based on direct computations. It follows from (2.1) that
$\varphi_{n-1}=\frac{1}{\sqrt{1+u_{n-1}^{2}}}\left(\begin{array}{cc}\lambda^{-1} & -u_{n-1} \\ u_{n-1} & \lambda\end{array}\right) \varphi_{n}$.

Differentiating of (4.2) in $t$ and using the dmKdV equation (1.1) and thelinear equation (2.2) yield

$$
\begin{aligned}
\dot{v}_{n}= & \left(\lambda^{2}-\lambda^{-2}\right)\left(\lambda p_{n}^{2}+\lambda^{-1} q_{n}^{2}\right) \\
& +2 u_{n}^{2}\left(\lambda q_{n}^{2}-\lambda^{-1} p_{n}^{2}\right)+2 u_{n} u_{n-1}\left(\lambda^{-1} q_{n}^{2}-\lambda p_{n}^{2}\right) \\
& +2 p_{n} q_{n}\left[\left(\lambda^{2}+\lambda^{-2}\right) u_{n}+u_{n+1}\left(1+u_{n}^{2}\right)+u_{n-1}\left(1-u_{n}^{2}\right)\right]
\end{aligned}
$$

By using (2.1) and (4.3), we obtain

$$
\begin{aligned}
v_{n+1}= & \frac{\left(\lambda^{3}-\lambda^{-1} u_{n}^{2}-2 \lambda u_{n} u_{n+1}\right) p_{n}^{2}+\left(\lambda u_{n}^{2}-\lambda^{-3}+2 \lambda^{-1} u_{n} u_{n+1}\right) q_{n}^{2}}{1+u_{n}^{2}} \\
& +\frac{2\left(\lambda^{2} u_{n}+\lambda^{-2} u_{n}+u_{n+1}-u_{n}^{2} u_{n+1}\right) p_{n} q_{n}}{1+u_{n}^{2}}
\end{aligned}
$$

and
$v_{n-1}=\lambda^{-1} p_{n}^{2}-\lambda q_{n}^{2}-2 u_{n-1} p_{n} q_{n}$,
which yield

$$
\begin{aligned}
& \left(1+u_{n}^{2}\right)\left(v_{n+1}-v_{n-1}\right)+2 u_{n}\left(u_{n+1}-u_{n-1}\right) v_{n} \\
& =\left(\lambda^{2}-\lambda^{-2}\right)\left(\lambda p_{n}^{2}+\lambda^{-1} q_{n}^{2}\right) \\
& \quad+2 u_{n}^{2}\left(\lambda q_{n}^{2}-\lambda^{-1} p_{n}^{2}\right)+2 u_{n} u_{n-1}\left(\lambda^{-1} q_{n}^{2}-\lambda p_{n}^{2}\right) \\
& \quad+2 p_{n} q_{n}\left[\left(\lambda^{2}+\lambda^{-2}\right) u_{n}+u_{n+1}\left(1+u_{n}^{2}\right)+u_{n-1}\left(1-u_{n}^{2}\right)\right]
\end{aligned}
$$

Hence $v_{n}(t)$ obtained from (4.2) satisfies (4.1).
Remark 4. The constraint (2.3) and the squared eigenfunction relation (4.2) look similar but we remind readers that $p_{n}$ and $q_{n}$ in (2.3) are computed for a root $\lambda_{1}$ of $P(\lambda)$, whereas $p_{n}$ and $q_{n}$ in (4.2) are computed for arbitrary $\lambda$. We do not know how the relation for solutions of the linearized equations can be deduced from the nonlinearization method. In the particular case of the dmK dV equation, we have found the relation (4.2) by brutal computations.

Remark 5. If we use the Lax pair in Remark 1, then we are not able to connect the squared eigenfunctions of the linear equations with solutions to the linearized dmKdV equation.

For the traveling periodic wave of the form $u_{n}(t)=\phi(\alpha n+c t)$ with some $\alpha>0$ and $c>0$, we can separate variables of the linearized mKdV equation in the form
$v_{n}(t)=e^{\Lambda t} w(\xi), \quad \xi:=\alpha n+c t$.
where $\Lambda$ is the spectral parameter and $w(\xi)$ is an eigenfunction. The pair $(\Lambda, w)$ is a solution of the following spectral stability problem

$$
\begin{align*}
\Lambda w(\xi)+c w^{\prime}(\xi)= & \left(1+\phi^{2}(\xi)\right)[w(\xi+\alpha)-w(\xi-\alpha)] \\
& +2 \phi(\xi)[\phi(\xi+\alpha)-\phi(\xi-\alpha)] w(\xi), \tag{4.4}
\end{align*}
$$

where $w$ is assumed to be a bounded function of $\xi \in \mathbb{R}$.
We give the analytical solution of the linearized dmKdV equation for the constant wave solution $\phi(\xi)=\tan (\alpha)$ in Appendix B, from which it follows that the constant wave is modulationally stable. Fig. 3 shows the Lax spectrum for the constant wave with $\alpha=\frac{\pi}{6}$. The Lax spectrum is obtained from the explicit expression (B.5) in Appendix B. The red dots show eigenvalues $\left\{ \pm \lambda_{1}, \pm \lambda_{1}^{-1}, \pm \lambda_{2}, \pm \lambda_{2}^{-1}\right\}$ with $\lambda_{1}$ given by (3.11) and $\lambda_{2}=1$.

In what follows, we construct the numerical solutions for the Lax spectrum and the modulation stability spectrum for the dnoidal and cnoidal periodic waves (3.5) and (3.13).

### 4.1. Dnoidal waves

In order to obtain the Lax spectrum of the spectral problem (2.1) associated with the dnoidal wave (3.5), we set $\alpha=K(k) / M$


Fig. 3. Lax spectrum for the constant wave with $\alpha=\frac{\pi}{6}$.
with integer $M \in \mathbb{N}$. Then, the dnoidal wave $u_{n}(t)=\phi(\alpha n+c t)$ becomes periodic in $n \in \mathbb{Z}$ with the period $2 M$ for any fixed $t \in \mathbb{R}$.

Combining (2.1) and (4.3) for $\varphi_{n}=\left(p_{n}, q_{n}\right)^{\mathrm{T}}$ yields the eigenvalue problem in the form

$$
\left\{\begin{array}{l}
\sqrt{1+u_{n}^{2}} p_{n+1}+\sqrt{1+u_{n-1}^{2}} p_{n-1}-\left(u_{n}-u_{n-1}\right) q_{n}=z p_{n}  \tag{4.5}\\
\left(u_{n}-u_{n-1}\right) p_{n}+\sqrt{1+u_{n}^{2}} q_{n+1}+\sqrt{1+u_{n-1}^{2}} q_{n-1}=z q_{n}
\end{array}\right.
$$

where $z:=\lambda+\lambda^{-1}$. We use the Floquet theorem for difference equations and look for the Bloch solution of the eigenvalue problem (4.5) in the form

$$
\begin{align*}
& p_{n}=\hat{p}_{n}(\theta) e^{i \theta n}, \quad q_{n}=\hat{q}_{n}(\theta) e^{i \theta n}  \tag{4.6}\\
& p_{n+2 M}=p_{n}, \quad q_{n+2 M}=q_{n}
\end{align*}
$$

where $\theta \in[0, \pi / M]$ is a continuous parameter. Once the spectral bands $z(\theta)$ are obtained from (4.5) and (4.6), the Lax spectrum $\lambda(\theta)$ is obtained from solutions of the quadratic equation $\lambda(\theta)+$ $\lambda(\theta)^{-1}=z(\theta)$ for $\theta \in[0, \pi / M]$.

Fig. 4 shows the Lax spectrum for the dnoidal wave (3.5) for $\alpha=K(k) / M$ with $M=10$. Two cases are shown: $k=0.7$ (left) and $k=0.95$ (right). For $k=0.7$ the Lax spectrum is similar to the one shown in Fig. 3. However, the spectral bands on the real axis are now disjoined from the unit circle. The real spectral bands are located for $|\lambda| \in\left[\lambda_{1}, \lambda_{2}\right]$ and $|\lambda| \in\left[\lambda_{2}^{-1}, \lambda_{1}^{-1}\right]$. The red dots show eigenvalues $\left\{ \pm \lambda_{1}, \pm \lambda_{1}^{-1}, \pm \lambda_{2}, \pm \lambda_{2}^{-1}\right\}$, where $\lambda_{1}$ and $\lambda_{2}$ are given by (3.9) and (3.10). For $k=0.95$, the real spectral bands becomes narrow, and as $k \rightarrow 1$ they shrink to four points $\pm \lambda_{1}$ and $\pm \lambda_{1}^{-1}$, where $\lambda_{1}$ is given by (3.12).

In order to solve the spectral stability problem (4.4) with the squared eigenfunction relation (4.2), we separate the variables for the time evolution of eigenfunctions:

$$
\begin{align*}
& p_{n}(t)=\hat{p}(\xi, \theta) e^{i \theta \alpha^{-1}(\xi-c t)+\gamma(\theta) t} \\
& q_{n}(t)=\hat{q}(\xi, \theta) e^{i \theta \alpha^{-1}(\xi-c t)+\gamma(\theta) t} \tag{4.7}
\end{align*}
$$

where $\hat{p}(\xi+2 K(k), \theta)=\hat{p}(\xi, \theta)$ and $\hat{q}(\xi+2 K(k), \theta)=\hat{q}(\xi, \theta)$. The definition of $\theta$ in (4.7) coincides with the one in (4.6). After the separation of variables, we can reduce the time evolution problem (2.2) to the eigenvalue problem

$$
\left\{\begin{array}{l}
-c \partial_{\xi} \hat{p}+\frac{1}{2}\left(\lambda^{2}-\lambda^{-2}\right) \hat{p}+\left[\lambda \phi(\xi)+\lambda^{-1} \phi(\xi-\alpha)\right] \hat{q}=\gamma \hat{p},  \tag{4.8}\\
-\left[\lambda \phi(\xi-\alpha)+\lambda^{-1} \phi(\xi)\right] \hat{p}-c \partial_{\xi} \hat{q}-\frac{1}{2}\left(\lambda^{2}-\lambda^{-2}\right) \hat{q}=\gamma \hat{q},
\end{array}\right.
$$

where the value of $\lambda=\lambda(\theta)$ is defined by the Lax spectrum for the same value of $\theta \in[0, \pi / M]$ and the value of $\gamma=\gamma(\theta)$ is computed from the spectral problem (4.8) with periodic coefficients. The spectral problem (4.8) has been solved numerically by


Fig. 4. Lax spectrum for the dnoidal wave with $\alpha=K(k) / M$ with $M=10$ for $k=0.7$ (left) and $k=0.95$ (right).


Fig. 5. Stability spectrum for the dnoidal wave with $\alpha=K(k) / M$ with $M=20$ for $k=0.8$.
using the Fourier interpolation method [42]. The stability spectrum in the spectral problem (4.4) is obtained from the squared eigenfunction relation (4.2) by $\Lambda=2 \gamma(\theta)$.

Fig. 5 shows the results of numerical approximations for the dnoidal wave (3.5) with $k=0.8$. The spectrum is located on the imaginary axis, which suggests that the dnoidal wave is spectrally (and modulationally) stable, similarly to the constant wave in Appendix B.

Remark 6. The accuracy of numerical approximation deteriorates for larger values of $k$ and we have observed spurious unstable eigenvalues for $k \geq 0.9$.

### 4.2. Cnoidal waves

For the cnoidal waves (3.13), the period of Jacobi elliptic function changes to $4 K(k)$. When we fix $\alpha=K(k) / M$ with $M \in \mathbb{N}$, the potential $u_{n}(t)$ becomes periodic in $n \in \mathbb{Z}$ with the period $4 M$ for any fixed $t \in \mathbb{R}$.

Fig. 6 shows the Lax spectrum for the cnoidal wave (3.13) for $\alpha=K(k) / M$ with $M=20$ for the same values of $k$ as in Fig. 4. For $k=0.7$ the spectral bands are complex and they cross the unit circle. The eight end points of the complex spectral bands are determined by $\lambda_{1}$ given by (3.15) and they are shown by red dots. For $k=0.95$, the complex spectral bands are disjoint from the unit circle, and as $k \rightarrow 1$ they shrink to four points $\pm \lambda_{1}$ and $\pm \lambda_{1}^{-1}$, where $\lambda_{1}$ is given by (3.12).

Fig. 7 shows the stability spectrum for the cnoidal wave (3.13) with $k=0.8$. There are two unstable bands of the spectrum outside the imaginary axis which are connected near the origin. As a result, the cnoidal wave is spectrally (and modulationally) unstable.

To summarize, the Lax spectrum of the dnoidal and cnoidal waves in the dmKdV equation (Figs. 4 and 6) resembles the Lax spectrum of the dnoidal and cnoidal waves in the continuous mKdV equation (left panels on Figs. 1 and 2). The only difference is that the spectral bands of the dmKdV equation occupy the unit circle with four bands outside the unit circle, whereas the spectral bands of the mKdV equation occupy the imaginary axis with two bands outside the imaginary axis. Also similarly to the case of the continuous mKdV equation, the dnoidal waves of the dmKdV equation are spectrally stable, whereas the cnoidal waves of the $d m K d V$ equation are spectrally unstable.

## 5. One-fold Darboux transformation

The one-fold Darboux transformation (1-fold DT) with a real eigenvalue can be used to construct a new solution to the dmKdV equation from a given solution. The dnoidal wave (3.5) is associated with real eigenvalues $\left\{ \pm \lambda_{1}, \pm \lambda_{1}^{-1}, \pm \lambda_{2}, \pm \lambda_{2}^{-1}\right\}$ given by roots of $P(\lambda)$ in (3.4), where $\lambda_{1}, \lambda_{2} \in \mathbb{R}$ are given by (3.9) and (3.10). 1 -fold DT will be applied to construct algebraic solitons (spatially decaying traveling waves with an algebraic rate of decay) propagating on the dnoidal wave background.

The following lemma presents the explicit form of 1 -fold DT. We prove the explicit transformation by direct methods similarly to the recent work [43].

Lemma 5. Let $\left\{u_{n}(t)\right\}_{n \in \mathbb{Z}}$ be a solution of the dmKdV equation (1.1) and $\left\{\varphi_{n}(t)\right\}_{n \in \mathbb{Z}}$ with $\varphi_{n}=\left(p_{n}, q_{n}\right)^{\mathrm{T}}$ be a nontrivial real solution to the linear system (2.1)-(2.2) with $\lambda=\lambda_{1} \in \mathbb{R}$. Then,
$\hat{u}_{n}=-\frac{p_{n}^{2}+\lambda_{1}^{2} q_{n}^{2}}{\lambda_{1}^{2} p_{n}^{2}+q_{n}^{2}} u_{n}+\frac{\left(1-\lambda_{1}^{4}\right) p_{n} q_{n}}{\lambda_{1}\left(\lambda_{1}^{2} p_{n}^{2}+q_{n}^{2}\right)}$
presents a new solution of the dmKdV equation (1.1).
Proof. Let $\left\{\varphi_{n}\right\}_{n \in \mathbb{Z}}$ be a solution to the linear Eqs. (2.1) and (2.2) with arbitrary $\lambda$ for $\left\{u_{n}(t)\right\}_{n \in \mathbb{Z}}$. We will show that $\left\{\hat{\varphi}_{n}\right\}_{n \in \mathbb{Z}}$ is a solution to the same equations with $\left\{\hat{u}_{n}(t)\right\}_{n \in \mathbb{Z}}$ given by (5.1) and the same $\lambda$ if $\hat{\varphi}_{n}=M_{n}(\lambda) \varphi_{n}$, where the Darboux matrix $M_{n}(\lambda)$ is given by
$M_{n}(\lambda)=\frac{\sqrt{p_{n}^{2}+\lambda_{1}^{2} q_{n}^{2}}}{\sqrt{\lambda_{1}^{2} p_{n}^{2}+q_{n}^{2}}}\left(\begin{array}{cc}\lambda+\lambda^{-1} a_{n} & b_{n} \\ -b_{n} & \lambda a_{n}+\lambda^{-1}\end{array}\right)$


Fig. 6. Lax spectrum for the cnoidal wave with $\alpha=K(k) / M$ with $M=20$ for $k=0.7$ (left) and $k=0.95$ (right).


Fig. 7. Stability spectrum for the cnoidal wave with $\alpha=K(k) / M$ with $M=20$ for $k=0.8$.
with
$a_{n}=-\frac{\lambda_{1}^{2} p_{n}^{2}+q_{n}^{2}}{p_{n}^{2}+\lambda_{1}^{2} q_{n}^{2}}, \quad b_{n}=\frac{\left(1-\lambda_{1}^{4}\right) p_{n} q_{n}}{\lambda_{1}\left(p_{n}^{2}+\lambda_{1}^{2} q_{n}^{2}\right)}$.
For this, we need to show validity of the Darboux equations
$U\left(\hat{u}_{n}, \lambda\right) M_{n}(\lambda)=M_{n+1}(\lambda) U\left(u_{n}, \lambda\right)$
and
$V\left(\hat{u}_{n}, \lambda\right) M_{n}(\lambda)=\dot{M}_{n}(\lambda)+M_{n}(\lambda) V\left(u_{n}, \lambda\right)$.
Substituting (2.1) and (5.2) into (5.4) and collecting different powers with respect to $\lambda$ yields the following system of equations
$\left\{\begin{array}{l}a_{n+1}-a_{n}-b_{n+1} u_{n}+b_{n} \hat{u}_{n}=0 \\ a_{n} \hat{u}_{n}+b_{n}-u_{n}=0 \\ \hat{u}_{n}-a_{n+1} u_{n}-b_{n+1}=0 \\ a_{n+1}\left(1+u_{n}^{2}\right)-a_{n}\left(1+\hat{u}_{n}^{2}\right)=0\end{array}\right.$
It follows from (2.1) that

$$
\left\{\begin{array}{l}
p_{n+1}^{2}+\lambda_{1}^{2} q_{n+1}^{2}=\lambda_{1}^{2} p_{n}^{2}+q_{n}^{2} \\
\left(1+u_{n}^{2}\right)\left(\lambda_{1}^{2} p_{n+1}^{2}+q_{n+1}^{2}\right)=\left(\lambda_{1}^{4}+u_{n}^{2}\right) p_{n}^{2}+2\left(\lambda_{1}^{3}-\lambda_{1}^{-1}\right) u_{n} p_{n} q_{n} \\
\quad+\left(\lambda_{1}^{2} u_{n}^{2}+\lambda_{1}^{-2}\right) q_{n}^{2} \\
\left(1+u_{n}^{2}\right) p_{n+1} q_{n+1}=-\lambda_{1} u_{n} p_{n}^{2}+\left(1-u_{n}^{2}\right) p_{n} q_{n}+\lambda_{1}^{-1} u_{n} q_{n}^{2}
\end{array}\right.
$$

Using these equations together with (5.1) and (5.3), we have confirmed validity of each equation in system (5.6). Substituting (2.2) and (5.2) into (5.5) and collecting different powers with
respect to $\lambda$ yields the system of equations

$$
\left\{\begin{array}{l}
b_{n} \hat{u}_{n}-b_{n} u_{n-1}-\frac{1}{2} a_{n}^{-1} \dot{a}_{n}=0  \tag{5.7}\\
b_{n} \hat{u}_{n-1}-b_{n} u_{n}+\frac{1}{2} \dot{a}_{n}=0 \\
u_{n}-b_{n}-a_{n} \hat{u}_{n}=0 \\
\dot{b}_{n}+u_{n-1}+a_{n} u_{n}-\frac{1}{2} a_{n}^{-1} \dot{a}_{n} b_{n}-\hat{u}_{n}-a_{n} \hat{u}_{n-1}=0 \\
\hat{u}_{n-1}-a_{n} u_{n-1}-b_{n}=0
\end{array}\right.
$$

where the third and fifth equations repeat the last two equations in (5.6) and the first two equations are equivalent to each other. Thus, system (5.7) is equivalent to just two equations:

$$
\left\{\begin{array}{l}
\dot{a}_{n}=-2 b_{n}\left(a_{n} u_{n-1}+b_{n}-u_{n}\right)  \tag{5.8}\\
a_{n} \dot{b}_{n}=\left(a_{n}^{2}-b_{n}^{2}-1\right)\left(a_{n} u_{n-1}+b_{n}-u_{n}\right)
\end{array}\right.
$$

It follows from (2.2) that

$$
\left\{\begin{array}{l}
\frac{d}{d d}\left(\lambda_{1}^{2} p_{n}^{2}+q_{n}^{2}\right)=\left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right)\left(\lambda_{1}^{2} p_{n}^{2}-q_{n}^{2}\right)+2 u_{n} p_{n} q_{n}\left(\lambda_{1}^{3}-\lambda_{1}^{-1}\right), \\
\frac{d}{d d}\left(p_{n}^{2}+\lambda_{1}^{2} q_{n}^{2}\right)=\left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right)\left(p_{n}^{2}-\lambda_{1}^{2} q_{n}^{2}\right)+2 u_{n-1} p_{n} q_{n}\left(\lambda_{1}^{-1}-\lambda_{1}^{3}\right), \\
\frac{d}{d t}\left(p_{n} q_{n}\right)=u_{n}\left(\lambda_{1} q_{n}^{2}-\lambda_{1}^{-1} p_{n}^{2}\right)+u_{n-1}\left(\lambda_{1}^{-1} q_{n}^{2}-\lambda_{1} p_{n}^{2}\right) .
\end{array}\right.
$$

Together with (5.3) these equations yield

$$
\begin{aligned}
\dot{a}_{n}= & \frac{2\left(1-\lambda_{1}^{4}\right) p_{n} q_{n}}{\lambda_{1}\left(p_{n}^{2}+\lambda_{1}^{2} q_{n}^{2}\right)^{2}}\left[\lambda_{1}\left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right) p_{n} q_{n}\right. \\
& \left.+u_{n}\left(p_{n}^{2}+\lambda_{1}^{2} q_{n}^{2}\right)+u_{n-1}\left(\lambda_{1}^{2} p_{n}^{2}+q_{n}^{2}\right)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\dot{b}_{n}= & \frac{1-\lambda_{1}^{4}}{\lambda_{1}\left(p_{n}^{2}+\lambda_{1}^{2} q_{n}^{2}\right)^{2}}\left[\left(\lambda_{1} q_{n}^{2}-\lambda_{1}^{-1} p_{n}^{2}\right)\right. \\
& \times\left[u_{n}\left(p_{n}^{2}+\lambda_{1}^{2} q_{n}^{2}\right)+u_{n-1}\left(\lambda_{1}^{2} p_{n}^{2}+q_{n}^{2}\right)\right] \\
- & \left.\left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right) p_{n} q_{n}\left(p_{n}^{2}-\lambda_{1}^{2} q_{n}^{2}\right)\right] .
\end{aligned}
$$

Using these equations and (5.3), we have confirmed validity of each equation in system (5.8).

Remark 7. Let $\left\{u_{n}(t)\right\}_{n \in \mathbb{Z}}$ be the dnoidal wave given by (3.5) and $\left\{\varphi_{n}(t)\right\}_{n \in \mathbb{Z}}$ with $\varphi_{n}=\left(p_{n}, q_{n}\right)^{\mathrm{T}}$ be the associated eigenfunction of the linear system (2.1)-(2.2) with $\lambda=\lambda_{1}$, where $\lambda_{1}$ is a root of $P(\lambda)$ in (3.4). The 1 -fold DT yields

$$
\begin{aligned}
\hat{u}_{n} & =-F_{1} u_{n}^{-1} \\
& =-\frac{\sigma_{1} \operatorname{sn}(\alpha ; k)}{\operatorname{cn}(\alpha ; k)} \frac{\sqrt{1-k^{2}}}{\operatorname{dn}(\xi ; k)} \\
& =-\frac{\sigma_{1} \operatorname{sn}(\alpha ; k)}{\operatorname{cn}(\alpha ; k)} \operatorname{dn}(\xi+K(k) ; k) \\
& =-\sigma_{1} u_{n}\left(t+c^{-1} K(k)\right),
\end{aligned}
$$

where we have used (3.8) for $F_{1}$. The new solution is a translation of the dnoidal wave (3.5) to a half-period and the flip of the sign
if $\sigma_{1}=+1$. These transformations are allowed by the symmetries of the dmKdV equation (1.1).

In order to construct a nontrivial new solution $\left\{\hat{u}_{n}(t)\right\}_{n \in \mathbb{Z}}$ on the background of the dnoidal wave (3.5) in Remark 7, we need to construct the second, linearly independent solution of the linear system (2.1) and (2.2) for the same eigenvalue $\lambda=\lambda_{1}$. This solution is denoted by $\left\{\hat{\varphi}_{n}(t)\right\}_{n \in \mathbb{Z}}$ with $\hat{\varphi}_{n}=\left(\hat{p}_{n}, \hat{q}_{n}\right)^{\mathrm{T}}$. The following lemma gives the explicit construction of the second solution.

Lemma 6. Let $\left\{u_{n}(t)\right\}_{n \in \mathbb{Z}}$ be a solution of the dmKdV equation (1.1) satisfying the reduction (2.3) and $\left\{\varphi_{n}(t)\right\}_{n \in \mathbb{Z}}$ with $\varphi_{n}=\left(p_{n}, q_{n}\right)^{\mathrm{T}}$ be the associated eigenfunction of the linear system (2.1)-(2.2) with $\lambda=\lambda_{1}$, where $\lambda_{1}$ is given by a root of the polynomial $P(\lambda)$ in (3.4). The second solution $\left\{\hat{\varphi}_{n}(t)\right\}_{n \in \mathbb{Z}}$ with $\hat{\varphi}_{n}=\left(\hat{p}_{n}, \hat{q}_{n}\right)^{\mathrm{T}}$ of the same linear system (2.1)-(2.2) with $\lambda=\lambda_{1}$ is given by
$\hat{p}_{n}=p_{n} \theta_{n}-\frac{q_{n}}{p_{n}^{2}+q_{n}^{2}}, \quad \hat{q}_{n}=q_{n} \theta_{n}+\frac{p_{n}}{p_{n}^{2}+q_{n}^{2}}$,
where the scalar sequence $\left\{\theta_{n}(t)\right\}_{n \in \mathbb{Z}}$ satisfies
$\theta_{n+1}-\theta_{n}=\frac{\left(\lambda_{1}+\lambda_{1}^{-1}\right)^{2}\left(u_{n}^{2}-F_{1}\right)}{\left(1+u_{n}^{2}\right)\left(u_{n}+u_{n-1}\right)\left(u_{n}+u_{n+1}\right)}$
and
$\dot{\theta}_{n}=\frac{\left(\lambda_{1}+\lambda_{1}^{-1}\right)^{2}\left(u_{n}^{2}+u_{n-1}^{2}-2 F_{1}\right)}{\left(u_{n}+u_{n-1}\right)^{2}}$.
Proof. Substitution of (5.9) into the linear system (2.1) and elimination of $p_{n+1}$ and $q_{n+1}$ from the same linear system (2.1) yield the first-order difference equation

$$
\begin{aligned}
& \theta_{n+1}-\theta_{n} \\
& =\frac{\left(\lambda_{1}-\lambda_{1}^{-1}\right) u_{n}\left(p_{n}^{2}-q_{n}^{2}\right)+\left(\lambda_{1}^{-2}-\lambda_{1}^{2}\right) p_{n} q_{n}}{\left(p_{n}^{2}+q_{n}^{2}\right)\left[\lambda_{1}^{2} p_{n}^{2}+\lambda_{1}^{-2} q_{n}^{2}+u_{n}^{2}\left(p_{n}^{2}+q_{n}^{2}\right)+2\left(\lambda_{1}-\lambda_{1}^{-1}\right) u_{n} p_{n} q_{n}\right]}
\end{aligned}
$$

This equation is simplified after elimination of the squared eigenfunctions with the inverse relations (2.6) and (2.10) to the form:

$$
\begin{aligned}
& \theta_{n+1}-\theta_{n} \\
& =\frac{\left(\lambda_{1}+\lambda_{1}^{-1}\right)^{2}\left(u_{n}^{2}-F_{1}\right)}{\left(u_{n}+u_{n-1}\right)\left[\left(\lambda_{1}^{2}+\lambda_{1}^{-2}+2 F_{1}+1\right) u_{n}+u_{n}^{3}-u_{n-1}\left(1+u_{n}^{2}\right)\right]} .
\end{aligned}
$$

By using (2.11), we rewrite this equation in the symmetric form (5.10).

Similarly, substitution of (5.9) into the linear system (2.2) and elimination of $\dot{p}_{n}$ and $\dot{q}_{n}$ from the same linear system (2.2) yields the first-order differential equation
$\dot{\theta}_{n}=\frac{\left(\lambda_{1}-\lambda_{1}^{-1}\right)\left(u_{n}-u_{n-1}\right)\left(p_{n}^{2}-q_{n}^{2}\right)-2\left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right) p_{n} q_{n}}{\left(p_{n}^{2}+q_{n}^{2}\right)^{2}}$.
This equation is simplified after elimination of the squared eigenfunctions with the inverse relations (2.6) and (2.10) to the form (5.11).

Remark 8. The Wronskian between the two solutions $\left\{\varphi_{n}(t)\right\}_{n \in \mathbb{Z}}$ and $\left\{\hat{\varphi}_{n}(t)\right\}_{n \in \mathbb{Z}}$ with $\varphi_{n}=\left(p_{n}, q_{n}\right)^{\mathrm{T}}$ and $\hat{\varphi}_{n}=\left(\hat{p}_{n}, \hat{q}_{n}\right)^{\mathrm{T}}$ is normalized to unity as follows:
$p_{n}(t) \hat{q}_{n}(t)-\hat{p}_{n}(t) q_{n}(t)=1, \quad \forall n \in \mathbb{Z}, \quad \forall t \in \mathbb{R}$.
Remark 9. System (5.10) and (5.11) is compatible if $\left\{u_{n}(t)\right\}_{n \in \mathbb{Z}}$ satisfies (2.11) and (2.12). Indeed, taking derivative of (5.10) in $t$ and substituting (5.11) gives a constraint on $\left\{u_{n}(t)\right\}_{n \in \mathbb{Z}}$, which is equivalent to system (2.11) and (2.12).

We are now ready to construct a new solution on the background of the dnoidal wave. Hence we take
$u_{n}(t)=\frac{\operatorname{sn}(\alpha ; k)}{\operatorname{cn}(\alpha ; k)} \operatorname{dn}(\xi ; k), \quad \xi=\alpha n+c t$.
By separation of variables, the solution of system (5.10) and (5.11) can be written in the form
$\theta_{n}(t)=a n+b t+\chi(\xi)$,
where $\chi(\xi+2 K(k))=\chi(\xi)$ is periodic with the same period as $\operatorname{dn}(\xi ; k)$. It follows from (5.11) with the help of (3.8) that $b$ is uniquely found in the form

$$
\begin{aligned}
b= & \frac{\left(\lambda_{1}+\lambda_{1}^{-1}\right)^{2}}{2 K(k)} \\
& \times \int_{0}^{2 K(k)} \frac{\operatorname{dn}^{2}(\xi ; k)+\operatorname{dn}^{2}(\xi-\alpha ; k)-2 \sigma_{1} \sqrt{1-k^{2}}}{[\operatorname{dn}(\xi ; k)+\operatorname{dn}(\xi-\alpha ; k)]^{2}} d \xi
\end{aligned}
$$

and $\chi$ with normalization $\chi(0)=0$ is uniquely found in the form

$$
\begin{aligned}
c \chi(\xi) & =\left(\lambda_{1}+\lambda_{1}^{-1}\right)^{2} \\
& \times \int_{0}^{\xi} \frac{\operatorname{dn}^{2}\left(\xi^{\prime} ; k\right)+\operatorname{dn}^{2}\left(\xi^{\prime}-\alpha ; k\right)-2 \sigma_{1} \sqrt{1-k^{2}}}{\left[\operatorname{dn}\left(\xi^{\prime} ; k\right)+\operatorname{dn}\left(\xi^{\prime}-\alpha ; k\right)\right]^{2}} d \xi^{\prime}-b \xi
\end{aligned}
$$

where $\sigma_{1}$ is defined by (3.8). It follows from (5.10) evaluated at $\xi=0$ that $a$ is uniquely found from
$a+\chi(\alpha)=\frac{\left(\lambda_{1}+\lambda_{1}^{-1}\right)^{2} \mathrm{cn}^{2}(\alpha ; k)\left[1-\sigma_{1} \sqrt{1-k^{2}}\right]}{[1+\operatorname{dn}(\alpha ; k)]^{2}}$.
The 1 -fold DT with the second solution (5.9), where $\theta_{n}(t)$ is given by (5.12), yields a new solution to the dmKdV equation (1.1) in the form:
$\hat{u}_{n}=-\frac{\hat{p}_{n}^{2}+\lambda_{1}^{2} \hat{q}_{n}^{2}}{\lambda_{1}^{2} \hat{p}_{n}^{2}+\hat{q}_{n}^{2}} u_{n}+\frac{\left(1-\lambda_{1}^{4}\right) \hat{p}_{n} \hat{q}_{n}}{\lambda_{1}\left(\lambda_{1}^{2} \hat{p}_{n}^{2}+\hat{q}_{n}^{2}\right)}$.
Fig. 8 shows the solution surface for the new solution (5.13) associated with the dnoidal wave (3.5) for the eigenvalues given by either (3.9) (top) or (3.10) (bottom). In both cases, we have selected $\alpha=K(k) / 4$ and $k=0.95$ for illustration. The solutions are shown in the continuous coordinates $\xi$ and $t$, where $\xi=\alpha n+$ $c t$. The background wave is obtained from the limit $\left|\theta_{n}\right| \rightarrow \infty$, for which
$\hat{u}_{n}(t) \rightarrow-\sigma_{1} u_{n}\left(t+c^{-1} K(k)\right)$.
For $\lambda_{1}$, the background wave is positive since $\sigma_{1}=-1$. If $\lambda_{1}$ is replaced by $\lambda_{2}$ given by (3.10), then the background wave is negative since $\sigma_{1}=+1$. In both cases, an algebraic soliton propagates on the background wave. The algebraic soliton is found from (5.12), which can be rewritten as
$\theta_{n}(t)=\alpha^{-1} a \xi+\chi(\xi)+\left(b-\alpha^{-1} a c\right) t$.
We have detected numerically that $a, b>0$ with $a^{-1} b>\alpha^{-1} c$ for $\lambda_{1}$ (top) and $a, b<0$ with $a^{-1} b<\alpha^{-1} c$ for $\lambda_{2}$ (bottom). As a result, the algebraic soliton moves to the left relative to the dnoidal wave (which also moves to the left since $\alpha>0$ and $c>0$ ) in the former case and it moves to the right relative to the dnoidal wave in the latter case.

To summarize, the 1 -fold DT has been used for the dnoidal wave (3.5) with the real eigenvalues $\lambda_{1}$ and $\lambda_{2}$ found from roots of the polynomial $P(\lambda)$ in (3.4). We have shown that two distinct algebraic solitons propagate on the dnoidal wave background for two quadruplets of real eigenvalues associated with $\lambda_{1}$ and $\lambda_{2}$ given by (3.9) and (3.10). Stable propagation of algebraic solitons is related to the modulational stability of the dnoidal waves.


Fig. 8. The solution surface (left: sideview, right: topview) for the algebraic soliton propagating on the background of the dnoidal wave with $\alpha=K(k) / 4$ and $k=0.95$ for eigenvalues $\lambda_{1}$ (top) and $\lambda_{2}$ (bottom).

## 6. Two-fold Darboux transformation

The two-fold Darboux transformation (2-fold DT) with two eigenvalues can be used to generate a new real solution to the dmKdV equation both if the two eigenvalues are real and if they are complex-conjugate to each other. Therefore, it will be used to obtain two algebraic solitons propagating on the dnoidal wave background and a rogue wave arising on the cnoidal wave background.

The following lemma presents the explicit form of 2 -fold DT. Although similar expressions for 2-fold DT have appeared in the literature [22] based on a different Lax pair, we have checked computationally how to generalize the 2 -fold DT from the Lax pair (2.1) and (2.2). The technical details of computations are presented in Appendix C.

Lemma 7. Let $\left\{u_{n}(t)\right\}_{n \in \mathbb{Z}}$ be a solution of the dmKdV equation (1.1). Let $\left\{\varphi_{1 n}(t)\right\}_{n \in \mathbb{Z}}$ with $\varphi_{1 n}=\left(p_{1 n}, q_{1 n}\right)^{\mathrm{T}}$ and $\left\{\varphi_{2 n}(t)\right\}_{n \in \mathbb{Z}}$ with $\varphi_{2 n}=\left(p_{2 n}, q_{2 n}\right)^{\mathrm{T}}$ be nontrivial solutions to the linear system (2.1)(2.2) with $\lambda=\lambda_{1}$ and $\lambda=\lambda_{2}$ such that $\lambda_{1}^{2} \neq \lambda_{2}^{2}$ and $\lambda_{1}^{2} \lambda_{2}^{2} \neq 1$. Then, a new solution of the dmKdV equation (1.1) is given by
$\hat{u}_{n}=\frac{\Upsilon_{n}}{\Delta_{n}} u_{n}-\frac{\Sigma_{n}}{\lambda_{1} \lambda_{2} \Delta_{n}}$,
where

$$
\begin{aligned}
\Upsilon_{n}= & \lambda_{2}^{2}\left(q_{2 n}^{2}+\lambda_{2}^{2} p_{2 n}^{2}\right)\left(p_{1 n}^{2}+\lambda_{1}^{6} q_{1 n}^{2}\right)+\lambda_{1}^{2}\left(q_{1 n}^{2}+\lambda_{1}^{2} p_{1 n}^{2}\right)\left(p_{2 n}^{2}+\lambda_{2}^{6} q_{2 n}^{2}\right) \\
& \quad-2 \lambda_{1}^{2} \lambda_{2}^{2}\left(p_{1 n}^{2}+\lambda_{1}^{2} q_{1 n}^{2}\right)\left(p_{2 n}^{2}+\lambda_{2}^{2} q_{2 n}^{2}\right) \\
& \quad-2 p_{1 n} q_{1 n} p_{2 n} q_{2 n} \lambda_{1} \lambda_{2}\left(\lambda_{1}^{4}-1\right)\left(\lambda_{2}^{4}-1\right) \\
\Sigma_{n}= & \left(\lambda_{1}^{2}-\lambda_{2}^{2}\right)\left(\lambda_{1}^{2} \lambda_{2}^{2}-1\right)\left[\lambda_{1}\left(\lambda_{2}^{4}-1\right) p_{2 n} q_{2 n}\left(q_{1 n}^{2}+\lambda_{1}^{2} p_{1 n}^{2}\right)\right.
\end{aligned}
$$

$$
\begin{gathered}
\left.\quad-\lambda_{2}\left(\lambda_{1}^{4}-1\right) p_{1 n} q_{1 n}\left(q_{2 n}^{2}+\lambda_{2}^{2} p_{2 n}^{2}\right)\right], \\
\Delta_{n}=\left(\lambda_{1}^{2} \lambda_{2}^{2}-1\right)^{2}\left(\lambda_{1}^{2} p_{1 n}^{2} q_{2 n}^{2}+\lambda_{2}^{2} p_{2 n}^{2} q_{1 n}^{2}\right) \\
\\
\quad+\left(\lambda_{1}^{2}-\lambda_{2}^{2}\right)^{2}\left(\lambda_{1}^{2} \lambda_{2}^{2} p_{1 n}^{2} p_{2 n}^{2}+q_{1 n}^{2} q_{2 n}^{2}\right) \\
\\
\quad-2 p_{1 n} q_{1 n} p_{2 n} q_{2 n} \lambda_{1} \lambda_{2}\left(\lambda_{1}^{4}-1\right)\left(\lambda_{2}^{4}-1\right) .
\end{gathered}
$$

Let us first apply the 2 -fold DT to the bounded eigenfunctions satisfying the reduction (2.3) and (2.5) with the eigenvalues $\lambda_{1}$ and $\lambda_{2}$ found from the roots of $P(\lambda)$ in (3.4).

Remark 10. By using (2.6) and (2.10), we eliminate squared eigenfunctions from $\Upsilon_{n}, \Sigma_{n}$, and $\Delta_{n}$ in terms of $u_{n}$ and $u_{n-1}$. The resulting expressions can be simplified due to the conserved quantity (2.12) with $F_{1}$ for $\lambda_{1}$ and $F_{2}$ for $\lambda_{2}$ :
$\Upsilon_{n}=\left(F_{1}-F_{2}\right)^{2} \lambda_{1}^{3} \lambda_{2}^{3}$,
$\Sigma_{n}=\left(F_{2}-F_{1}\right) \lambda_{1}^{2} \lambda_{2}^{2}\left(\lambda_{1}^{2}-\lambda_{2}^{2}\right)\left(\lambda_{1}^{2} \lambda_{2}^{2}-1\right) u_{n}$,
$\Delta_{n}=\left(F_{1}-F_{2}\right)^{2} \lambda_{1}^{3} \lambda_{2}^{3}$.
The 2 -fold DT yields
$\hat{u}_{n}=u_{n}+\frac{\left(\lambda_{1}^{2}-\lambda_{2}^{2}\right)\left(\lambda_{1}^{2} \lambda_{2}^{2}-1\right)}{\lambda_{1}^{2} \lambda_{2}^{2}\left(F_{1}-F_{2}\right)} u_{n}$.
For the dnoidal wave (3.5), we use (3.8), (3.9), and (3.10) to obtain $\hat{u}_{n}=u_{n}-2 u_{n}=-u_{n}$ so that the new solution is a flip of the sign of the dnoidal wave. For the cnoidal wave (3.13), we use (3.14) and (3.15) with $\lambda_{2}=\bar{\lambda}_{1}$ to obtain the same result: $\hat{u}_{n}=u_{n}-2 u_{n}=-u_{n}$.

When bounded periodic solutions of the linear system (2.1) and (2.2) for $\lambda=\lambda_{1}$ and $\lambda=\lambda_{2}$ in Remark 10 are replaced


Fig. 9. The solution surface (left: sideview, right: topview) for two algebraic solitons propagating on the dnoidal wave background with $\alpha=K(k) / 4$ and $k=0.95$ for eigenvalues $\lambda_{1}$ and $\lambda_{2}$.
by the unbounded solutions constructed in Lemma 6, the 2 fold DT produces a new solution to the dmKdV equation in the form of two algebraic solitons propagating on the dnoidal wave background. Fig. 9 shows the solution surface for the new solution with $\alpha=K(k) / 4$ and $k=0.95$. On comparison with Fig. 8, we can recognize the same two algebraic solitons associated with the eigenvalues $\lambda_{1}$ and $\lambda_{2}$ but superposed together and flipped in their signs. They are propagating on the background given by the flipped dnoidal wave $-u_{n}$ according to Remark 10.

Remark 11. Eigenvalues $\lambda_{1}$ and $\lambda_{2}$ determine two particular algebraic solitons propagating on the dnoidal wave background. We do not know if there exist other algebraic solitons which propagate on the dnoidal wave background with different characteristic speeds.

For the cnoidal wave (3.13), the expressions (5.9) for unbounded second solutions of the linear system (2.1) and (2.2) are no longer useful because
$p_{n}^{2}+q_{n}^{2}=\frac{u_{n}+u_{n-1}}{\lambda_{1}+\lambda_{1}^{-1}}$
with $u_{n}+u_{n-1}$ being sign-indefinite. Therefore, $\left(\hat{p}_{n}, \hat{q}_{n}\right)$ given by (5.9) are singular if $u_{n}$ is given by (3.13). In order to obtain a nonsingular expression for the second solution, we follow our work in $[8,15]$ and modify the representation of the second solution. The following lemma gives the explicit construction.

Lemma 8. Let $\left\{u_{n}(t)\right\}_{n \in \mathbb{Z}}$ be a solution of the dmKdV equation (1.1) satisfying the constraint (2.3) and $\left\{\varphi_{n}(t)\right\}_{n \in \mathbb{Z}}$ with $\varphi_{n}=\left(p_{n}, q_{n}\right)^{\mathrm{T}}$ be the associated eigenfunction of the linear system (2.1)-(2.2) with $\lambda=\lambda_{1}$ given by a root of the polynomial $P(\lambda)$ in (3.4). The second solution $\left\{\hat{\varphi}_{n}(t)\right\}_{n \in \mathbb{Z}}$ with $\hat{\varphi}_{n}=\left(\hat{p}_{n}, \hat{q}_{n}\right)^{\mathrm{T}}$ of the same linear system (2.1)-(2.2) with $\lambda=\lambda_{1}$ is given by
$\hat{p}_{n}=p_{n} \theta_{n}-\frac{1}{2 q_{n}}, \quad \hat{q}_{n}=q_{n} \theta_{n}+\frac{1}{2 p_{n}}$,
where the scalar sequence $\left\{\theta_{n}(t)\right\}_{n \in \mathbb{Z}}$ satisfies
$\theta_{n+1}-\theta_{n}=\frac{\left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right)^{2} u_{n}^{2}}{2\left(1+u_{n}^{2}\right)\left(F_{1}-u_{n} u_{n-1}\right)\left(F_{1}-u_{n+1} u_{n}\right)}$
and
$\dot{\theta}_{n}=\frac{\left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right)^{2} u_{n} u_{n-1}}{\left(F_{1}-u_{n} u_{n-1}\right)^{2}}$.
Proof. Substitution of (6.2) into the linear system (2.1) and elimination of $p_{n+1}$ and $q_{n+1}$ from the same linear system (2.1)
yield the first-order difference equation
$\theta_{n+1}-\theta_{n}=\frac{u_{n}\left(\lambda_{1} p_{n}^{2}+\lambda_{1}^{-1} q_{n}^{2}\right)}{2 p_{n} q_{n}\left[\left(1-u_{n}^{2}\right) p_{n} q_{n}+u_{n}\left(-\lambda_{1} p_{n}^{2}+\lambda_{1}^{-1} q_{n}^{2}\right)\right]}$,
which together with (2.6) and (2.10) yields
$\theta_{n+1}-\theta_{n}$
$=\frac{\left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right)^{2} u_{n}^{2}}{2\left(F_{1}-u_{n} u_{n-1}\right)\left[F_{1}\left(1-u_{n}^{2}\right)+u_{n} u_{n-1}\left(1+u_{n}^{2}\right)-u_{n}^{2}\left(\lambda_{1}^{2}+\lambda_{1}^{-2}\right)\right]}$.
By using (2.11), we rewrite this equation in the symmetric form (6.3).

Substitution of (6.2) into the linear system (2.2) and elimination of $\dot{p}_{n}$ and $\dot{q}_{n}$ from the same linear system (2.2), we arrive at
$\dot{\theta}_{n}=\frac{\lambda_{1} u_{n-1}+\lambda_{1}^{-1} u_{n}}{2 q_{n}^{2}}+\frac{\lambda_{1} u_{n}+\lambda_{1}^{-1} u_{n-1}}{2 p_{n}^{2}}$,
which together with (2.6) and (2.10) yields
$\dot{\theta}_{n}=\frac{\left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right)^{2} u_{n} u_{n-1}}{\left(\lambda_{1}^{2}+\lambda_{1}^{-2}\right) u_{n} u_{n-1}-u_{n}^{2}-u_{n-1}^{2}}$.
By using (2.12), we rewrite this equation in the symmetric form (6.4).

Remark 12. The Wronskian between the two solutions $\left\{\varphi_{n}(t)\right\}_{n \in \mathbb{Z}}$ and $\left\{\hat{\varphi}_{n}(t)\right\}_{n \in \mathbb{Z}}$ with $\varphi_{n}=\left(p_{n}, q_{n}\right)^{\mathrm{T}}$ and $\hat{\varphi}_{n}=\left(\hat{p}_{n}, \hat{q}_{n}\right)^{\mathrm{T}}$ is again normalized to unity as below:
$p_{n}(t) \hat{q}_{n}(t)-\hat{p}_{n}(t) q_{n}(t)=1, \quad \forall n \in \mathbb{Z}, \quad \forall t \in \mathbb{R}$.
Remark 13. System (6.3) and (6.4) is compatible if $\left\{u_{n}(t)\right\}_{n \in \mathbb{Z}}$ satisfies (2.11) and (2.12).

We take now the cnoidal wave in the form
$u_{n}(t)=k \frac{\operatorname{sn}(\alpha ; k)}{\operatorname{dn}(\alpha ; k)} \operatorname{cn}(\xi ; k), \quad \xi=\alpha n+c t$.
By separation of variables, the solution of system (6.3) and (6.4) can be written in the form (5.12) with periodic $\chi(\xi+4 K(k))=$ $\chi(\xi)$ of the same period as $\operatorname{cn}(\xi ; k)$. Since $\lambda_{1} \in \mathbb{C}, a, b$, and $\chi$ are also complex-valued. It follows from (6.4) with the help of (3.14) that $b$ is uniquely found in the form

$$
\begin{aligned}
b= & \frac{\left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right)^{2}}{4 K(k)} \\
& \times \int_{0}^{4 K(k)} \frac{\operatorname{dn}^{2}(\alpha ; k) \operatorname{cn}(\xi ; k) \operatorname{cn}(\xi-\alpha ; k)}{\operatorname{sn}^{2}(\alpha ; k)\left[i \sqrt{1-k^{2}}-k \operatorname{cn}(\xi ; k) \operatorname{cn}(\xi-\alpha ; k)\right]^{2}} d \xi,
\end{aligned}
$$



Fig. 10. The solution surface for the rogue wave arising on the background of the cnoidal wave with $\alpha=K(k) / 2$ and $k=0.95$ for eigenvalues $\lambda_{2}=\bar{\lambda}_{1}$.
and $\chi$ with normalization $\chi(0)=0$ is uniquely found in the form

$$
\begin{aligned}
& c \chi(\xi)=\left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right)^{2} \\
& \quad \times \int_{0}^{\xi} \frac{\mathrm{dn}^{2}(\alpha ; k) \operatorname{cn}\left(\xi^{\prime} ; k\right) \operatorname{cn}\left(\xi^{\prime}-\alpha ; k\right)}{\operatorname{sn}^{2}(\alpha ; k)\left[i \sqrt{1-k^{2}}-k \operatorname{cn}\left(\xi^{\prime} ; k\right) \operatorname{cn}\left(\xi^{\prime}-\alpha ; k\right)\right]^{2}} d \xi^{\prime}-b \xi .
\end{aligned}
$$

It follows from (6.3) evaluated at $\xi=0$ that $a$ is uniquely found in the form
$a+\chi(\alpha)=\frac{\left(\lambda_{1}^{2}-\lambda_{1}^{-2}\right)^{2} \mathrm{dn}^{4}(\alpha ; k)}{2 \operatorname{sn}^{2}(\alpha ; k)\left[i \sqrt{1-k^{2}}-k \operatorname{cn}(\alpha ; k)\right]^{2}}$.
Now we take the unbounded solutions constructed in Lemma 8 in the 2 -fold DT with $\lambda_{2}=\bar{\lambda}_{1}$ for the cnoidal wave (3.13). The new solution shown in Fig. 10 is a proper rogue wave arising and disappearing on background of the flipped cnoidal wave $-u_{n}$. The solution surface was constructed for $\alpha=K(k) / 2$ and $k=$ 0.95 . The rogue wave provides four-times magnification of the amplitude of the cnoidal wave.

Remark 14. Higher-order rogue waves may also exist on the cnoidal wave background similar to the higher-order rogue waves existing on the constant background [20].

To summarize, the 2 -fold DT has been used for the dnoidal wave (3.5) to construct a solution with two algebraic solitons propagating in two different directions. By using the 2 -fold DT with complex-conjugate eigenvalues for the cnoidal wave (3.13), we have shown that the algebraically decaying solutions correspond to a rogue wave with high magnification of the wave amplitude. Generation of rogue waves is related to the modulational instability of the cnoidal waves.

## 7. Conclusion

We have developed the nonlinearization method in order to characterize the traveling periodic waves of the dmKdV equation. We obtained the characteristic polynomial $P(\lambda)$ with eight roots for the end points of the spectral bands of the Lax spectrum outside the unit circle. We showed with numerical approximations that the dnoidal waves are spectrally and modulationally stable and the cnoidal waves are spectrally and modulationally unstable. With the help of Darboux transformations, we constructed localized waves on the background of the traveling periodic waves. In the case of dnoidal waves, we found two algebraic solitons with steady propagation speeds. In the case of cnoidal waves, we found a rogue wave which appears from nowhere and disappears without any trace on the wave background.

Several questions are opened for further studies. First, it is unclear if there exists a completeness result which would guarantee that the set of traveling periodic wave solutions of the dmKdV equation coincides with the set of real-valued standing periodic wave solutions of the AL equation expressed by the second-order difference equation (2.11). Second, compared to the continuous mKdV equation (Appendix A), we do not know if there exists a relation between the spectral parameter $\Lambda$ of the spectral stability problem (4.4) and the characteristic polynomial $P(\lambda)$. Third, the question is open if other algebraic solitons or higher-order rogue waves can be constructed on the background of traveling periodic waves in the same way as they exist on the constant background [20]. Finally, numerical accuracy of computations of the stability spectrum (Figs. 5 and 7) is low and more sophisticated numerical methods need to be elaborated to obtain better numerical approximations of the modulation instability of the cnoidal waves.
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## Appendix A. Lax and stability spectra in the continuous case

Let $\mathfrak{u}=\mathfrak{u}(\xi, \tau)$ be a solution of the continuous mKdV equation neqrefmKdV-cont. Then, it is a compatibility condition of the Lax pair of linear equations:
$\varphi_{\xi}=\left(\begin{array}{cc}\lambda & \mathfrak{u} \\ -\mathfrak{u} & -\lambda\end{array}\right) \varphi$
and

$$
\begin{align*}
& \varphi_{\tau}= \\
& \qquad\left(\begin{array}{cc}
4 \lambda^{3}+2 \lambda \mathfrak{u}^{2} & 4 \lambda^{2} \mathfrak{u}+2 \lambda \mathfrak{u}_{\xi}+2 \mathfrak{u}^{3}+\mathfrak{u}_{\xi \xi} \\
-4 \lambda^{2} \mathfrak{u}+2 \lambda \mathfrak{u}_{\xi}-2 \mathfrak{u}^{3}-\mathfrak{u}_{\xi \xi} & -4 \lambda^{3}-2 \lambda \mathfrak{u}^{2}
\end{array}\right) \varphi . \tag{A.2}
\end{align*}
$$

By adding a perturbation $\mathfrak{v}=\mathfrak{v}(\xi, \tau)$ to $\mathfrak{u}=\mathfrak{u}(\xi, \tau)$ and expanding (1.3) up to the linear terms, we obtain the linearized mKdV equation
$\mathfrak{v}_{\tau}=6\left(\mathfrak{u}^{2} \mathfrak{v}\right)_{\xi}+\mathfrak{v}_{\xi \xi \xi}$.
Direct computations show that if $\varphi=\varphi(\xi, \tau)$ with $\varphi=(p, q)^{\mathrm{T}}$ is a solution of the Lax system (A.1) and (A.2), then $\mathfrak{v}=p^{2}-q^{2}$ is a solution of the linearized mKdV equation (A.3). This yields the squared eigenfunction relation which can be used for relating the Lax spectrum, which consists of the admissible values of $\lambda$ in the spectral problem (A.1) for which the eigenfunctions $\varphi$ are bounded, to the stability spectrum of the traveling periodic waves.

Traveling periodic waves $\mathfrak{u}=\phi(\xi+c \tau)$ with the wave speed c satisfy
$\phi^{\prime \prime \prime}-c \phi^{\prime}+6 \phi^{2} \phi^{\prime}=0$,
which can be integrated twice to obtain
$\phi^{\prime \prime}-c \phi+2 \phi^{3}=b$
and
$\left(\phi^{\prime}\right)^{2}-c \phi^{2}+\phi^{4}=2 b \phi+d$,
where $b$ and $d$ are integration constants. As is well-known, see [15], the dnoidal wave in (1.4) corresponds to $b=0, c=2-k^{2}$, $d=k^{2}-1$, whereas the cnoidal wave in (1.4) corresponds to $b=0, c=2 k^{2}-1, d=k^{2}\left(1-k^{2}\right)$.

For stability analysis of traveling periodic waves (see, e.g., [44]), we separate the variables as $\varphi=\hat{\varphi}(\xi+c \tau) e^{\gamma \tau}$ and obtain from (A.2) the linear homogeneous system, nontrivial solutions of which exists if and only if the following characteristic equation is satisfied:

$$
\left\lvert\, \begin{array}{cc}
4 \lambda^{3}+2 \lambda \phi^{2}-c \lambda-\gamma & 4 \lambda^{2} \phi+2 \lambda \phi^{\prime}+2 \phi^{3}+\phi^{\prime \prime}-c \phi \\
-4 \lambda^{2} \phi+2 \lambda \phi^{\prime}-2 \phi^{3}-\phi^{\prime \prime}+c \phi & -4 \lambda^{3}-2 \lambda \phi^{2}+c \lambda-\gamma
\end{array}\right.
$$

$$
=0
$$

Expanding the characteristic equation and using the integration constants for the traveling periodic waves, we obtain $\gamma^{2}=P(\lambda)$, where the characteristic polynomial for the traveling periodic waves is
$P(\lambda):=16 \lambda^{6}-8 c \lambda^{4}+\left(4 d+c^{2}\right) \lambda^{2}-b^{2}$.
Thus, if $\lambda$ belongs to the Lax spectrum, which is the Floquet spectrum of the spectral problem (A.1) associated with the periodic wave $\mathfrak{u}=\phi(\xi+c \tau)$, then the perturbation $\mathfrak{v}=\psi(\xi+c \tau) e^{\Lambda \tau}$ satisfies the linearized mKdV equation (A.3) with $\Lambda=2 \gamma=$ $\pm 2 \sqrt{P(\lambda)}$.

Lax spectrum is shown in the left panels of Figs. 1 and 2, where the end points are nonzero roots of the polynomial $P(\lambda)$. Lax spectrum is computed numerically from the spectral problem (A.1) by using the 12-point central discretization of the first derivative as in [26]. The stability spectrum is obtained from the image of the curve $\gamma= \pm \sqrt{P(\lambda)}$, where $\lambda$ belongs to the Lax spectrum. It is shown in the right panels of Figs. 1 and 2.

## Appendix B. Modulation stability of the constant wave solution

Let $A=\tan (\alpha)$ with $\alpha \in\left(0, \frac{\pi}{2}\right)$ be the amplitude of the constant wave $\phi(\xi)=A$. This coincides with the limiting solution (3.6) of the dnoidal periodic wave (3.5) as $k \rightarrow 0$. The linearized dmKdV equation (4.1) becomes
$\dot{v}_{n}=\left(1+A^{2}\right)\left(v_{n+1}-v_{n-1}\right), \quad n \in \mathbb{Z}$.
With the band-limited Fourier transform,
$v_{n}(t)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \hat{v}(t, \theta) e^{i \theta n} d \theta$,
we can solve the linearized dmKdV equation in the exact form:
$\hat{v}(t, \theta)=\hat{v}_{0}(\theta) e^{2 i\left(1+A^{2}\right) \sin (\theta) t}$.
The spectrum of the difference operator $\left(1+A^{2}\right)\left(E-E^{-1}\right)$ is purely imaginary and can be parameterized by $\theta \in[-\pi, \pi]$ of the band-limited Fourier transform as follows:
$\Lambda=\Lambda(\theta):=2 i\left(1+A^{2}\right) \sin (\theta), \quad \theta \in[-\pi, \pi]$,
in agreement with the solution (B.1). Hence we conclude that
The constant wave is linearly and spectrally stable.
Let us recover the exact solution (B.1) and the stability spectrum (B.2) from Lemma 4. With explicit parameterization $A=$
$\tan (\alpha)$, the spectral problem (2.1) is given by
$\varphi_{n+1}=\left(\begin{array}{cc}\lambda \cos (\alpha) & \sin (\alpha) \\ -\sin (\alpha) & \lambda^{-1} \cos (\alpha)\end{array}\right) \varphi_{n}$.
By using the band-limited Fourier transform, the first-order map (B.3) reduces to an algebraic system

$$
\left(\begin{array}{cc}
e^{i \theta}-\lambda \cos (\alpha) & -\sin (\alpha)  \tag{B.4}\\
\sin (\alpha) & e^{i \theta}-\lambda^{-1} \cos (\alpha)
\end{array}\right) \hat{\varphi}(t, \theta)=0
$$

A nonzero solution for $\hat{\varphi}(t, \theta)$ exists if and only if $\lambda$ belongs to the Lax spectrum defined from the quadratic equation
$\lambda+\lambda^{-1}=2 \frac{\cos (\theta)}{\cos (\alpha)}$.
The Lax spectrum is computed explicitly as
$\lambda=\lambda_{ \pm}(\theta):=\frac{\cos (\theta) \pm \sqrt{\cos ^{2}(\theta)-\cos ^{2}(\alpha)}}{\cos (\alpha)}$,
where $\theta \in[-\pi, \pi]$. The Lax spectrum fills the unit circle for $|\theta| \in(\alpha, \pi-\alpha)$ and the real segments between $\left[\lambda_{1}, \lambda_{1}^{-1}\right]$ for $\theta \in[-\alpha, \alpha]$ and $\left[-\lambda_{1}^{-1},-\lambda_{1}\right]$ for $|\theta| \in[\pi-\alpha, \pi]$, where $\lambda_{1}$ is given by (3.11). Lax spectrum is shown in Fig. 3 for $\alpha=\frac{\pi}{6}$.

Since
$\lambda(\theta)-\lambda(\theta)^{-1}= \pm 2 \frac{\sqrt{\cos ^{2}(\theta)-\cos ^{2}(\alpha)}}{\cos (\alpha)}$,
the time evolution of the eigenfunction $\left\{\varphi_{n}(t)\right\}_{n \in \mathbb{Z}}$ is given by the system (2.2) defined at the Lax spectrum (B.5). This yields

$$
\begin{align*}
\dot{\varphi}_{n}= & 2 \frac{\cos (\theta)}{\cos ^{2}(\alpha)} \\
& \times\left(\begin{array}{cc} 
\pm \sqrt{\cos ^{2}(\theta)-\cos ^{2}(\alpha)} \\
-\sin (\alpha) & \mp \sqrt{\cos ^{2}(\theta)-\cos ^{2}(\alpha)}
\end{array}\right) \varphi_{n} . \tag{B.6}
\end{align*}
$$

Solving (B.3) and (B.6) yields the solution in the Fourier form
$\hat{\varphi}(t, \theta)=\hat{\varphi}_{0}(\theta) e^{\gamma(\theta) t}$,
where $\hat{\varphi}_{0}(\theta)$ is the eigenvector of the homogeneous system (B.4) with $\lambda=\lambda_{ \pm}(\theta)$. Since the eigenvector is defined up to scalar multiplication, we write
$\hat{\varphi}_{0}(\theta)=\left(\begin{array}{c}\sin (\alpha) \\ \cos ^{2}(\theta)-\cos ^{2}(\alpha) \\ i \sin (\theta)\end{array}\right)$
and obtain the unique solution for $\gamma(\theta)$ in the form
$\gamma(\theta)=i \frac{\sin (2 \theta)}{\cos ^{2}(\alpha)}, \quad \theta \in[-\pi, \pi]$.
Comparing this expressions with the one given by (B.2) shows that
$\Lambda(2 \theta)=2 \gamma(\theta)$,
which represents the squared eigenfunction relation (4.2) for a single Fourier mode $\varphi_{n}(t)=\hat{\varphi}_{0}(\theta) e^{i \theta n+\gamma(\theta) t}$, which gives a single Fourier mode $v_{n}(t)=\hat{v}_{0}(\theta) e^{2 i \theta n+2 \gamma(\theta) t}$ with some $\hat{v}_{0}(\theta)$ defined up to the scalar multiplication.

## Appendix C. Verification of the two-fold Darboux transformation

Let $\left\{\varphi_{n}(t)\right\}_{n \in \mathbb{Z}}$ be a solution to the linear system (2.1) and (2.2) with $\left\{u_{n}(t)\right\}_{n \in \mathbb{Z}}$ for an arbitrary $\lambda$. We will show that $\left\{\hat{\varphi}_{n}(t)\right\}_{n \in \mathbb{Z}}$ is a solution of the same equations with $\left\{\hat{u}_{n}(t)\right\}_{n \in \mathbb{Z}}$ given by (6.1)
and the same $\lambda$ if $\hat{\varphi}_{n}=N_{n}(\lambda) \varphi_{n}$, where the Darboux matrix $N_{n}(\lambda)$ is given by
$N_{n}(\lambda)=\left|B_{n}\right|^{-\frac{1}{2}}\left(\begin{array}{cc}\lambda^{2}+A_{n}+\lambda^{-2} B_{n} & \lambda C_{n}+\lambda^{-1} D_{n} \\ -\lambda D_{n}-\lambda^{-1} C_{n} & \lambda^{2} B_{n}+A_{n}+\lambda^{-2}\end{array}\right)$,
where $A_{n}, B_{n}, C_{n}$, and $D_{n}$ are properly chosen.
We need to show validity of the Darboux equations
$U_{n}\left(\hat{u}_{n}, \lambda\right) N_{n}(\lambda)=N_{n+1}(\lambda) U_{n}\left(u_{n}, \lambda\right)$,
and
$V_{n}\left(\hat{u}_{n}, \lambda\right) N_{n}(\lambda)=\dot{N}_{n}(\lambda)+N_{n}(\lambda) V_{n}\left(u_{n}, \lambda\right)$.
Substituting (2.1) and (C.1) into (C.2) and collecting different powers with respect to $\lambda$ yields the system of equations

$$
\begin{align*}
A_{n+1}-u_{n} C_{n+1}-A_{n}+\hat{u}_{n} D_{n} & =0  \tag{C.4}\\
B_{n+1}-u_{n} D_{n+1}-B_{n}+\hat{u}_{n} C_{n} & =0  \tag{C.5}\\
u_{n}-\hat{u}_{n} B_{n}-C_{n} & =0  \tag{C.6}\\
u_{n} A_{n+1}+C_{n+1}-\hat{u}_{n} A_{n}-D_{n} & =0  \tag{C.7}\\
u_{n} B_{n+1}+D_{n+1}-\hat{u}_{n} & =0  \tag{C.8}\\
\left|B_{n+1}\right|\left(1+u_{n}^{2}\right)-\left|B_{n}\right|\left(1+\hat{u}_{n}^{2}\right) & =0 \tag{C.9}
\end{align*}
$$

On the other hand, inserting (2.2) and (C.1) into the Darboux Eq. (C.3) and collecting different powers with respect to $\lambda$ yields the system of equations
$\hat{u}_{n} D_{n}-u_{n-1} C_{n}-\frac{1}{2} B_{n}^{-1} \dot{B}_{n}=0$,
$\hat{u}_{n} C_{n}+\hat{u}_{n-1} D_{n}-u_{n} C_{n}-u_{n-1} D_{n}+\dot{A}_{n}-\frac{1}{2} A_{n} B_{n}^{-1} \dot{B}_{n}=0$,
$\hat{u}_{n-1} C_{n}-u_{n} D_{n}+\frac{1}{2} \dot{B}_{n}=0$,
$\hat{u}_{n} B_{n}-u_{n}+C_{n}=0$,
$\hat{u}_{n-1}-u_{n-1} B_{n}-D_{n}=0$,
$\hat{u}_{n} A_{n}+\hat{u}_{n-1} B_{n}-u_{n-1}-u_{n} A_{n}+D_{n}-\dot{C}_{n}+\frac{1}{2} C_{n} B_{n}^{-1} \dot{B}_{n}=0$,
$\hat{u}_{n}+\hat{u}_{n-1} A_{n}-u_{n} B_{n}-u_{n-1} A_{n}-C_{n}-\dot{D}_{n}+\frac{1}{2} D_{n} B_{n}^{-1} \dot{B}_{n}=0$.

We claim that systems (C.4)-(C.9) and (C.10)-(C.16) are satisfied by the explicit expressions

$$
\begin{array}{ll}
A_{n}=\frac{A_{n}}{\lambda_{1} \lambda_{2} r_{n}}, & B_{n}=\frac{\Delta_{n}}{Y_{n}}, \\
C_{n}=\frac{\Sigma_{n}}{\lambda_{1} \lambda_{2} r_{n}}, & D_{n}=\frac{\mathcal{D}_{n}}{\lambda_{1} \lambda_{2} r_{n}}, \tag{C.17}
\end{array}
$$

where $\Upsilon_{n}, \Sigma_{n}$, and $\Delta_{n}$ are given in Lemma 7, whereas $\mathcal{A}_{n}$ and $\mathcal{D}_{n}$ are given by

$$
\begin{aligned}
\mathcal{A}_{n}= & p_{1 n} q_{1 n} p_{2 n} q_{2 n}\left(\lambda_{1}^{4}-1\right)\left(\lambda_{2}^{4}-1\right)\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)\left(\lambda_{1}^{2} \lambda_{2}^{2}+1\right) \\
& -\lambda_{1} \lambda_{2}\left(\lambda_{1}^{2}-\lambda_{2}^{2}\right)^{2}\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)\left(p_{1 n}^{2} p_{2 n}^{2}+q_{1 n}^{2} q_{2 n}^{2}\right) \\
& -\lambda_{1} \lambda_{2}\left(\lambda_{1}^{2} \lambda_{2}^{2}-1\right)^{2}\left(\lambda_{1}^{2} \lambda_{2}^{2}+1\right)\left(p_{2 n}^{2} q_{1 n}^{2}+p_{1 n}^{2} q_{2 n}^{2}\right), \\
\mathcal{D}_{n}= & \left(\lambda_{1}^{2}-\lambda_{2}^{2}\right)\left(\lambda_{1}^{2} \lambda_{2}^{2}-1\right)\left[p_{1 n} q_{1 n} \lambda_{2}\left(p_{2 n}^{2}+\lambda_{2}^{2} q_{2 n}^{2}\right)\left(\lambda_{1}^{4}-1\right)\right. \\
& \left.-p_{2 n} q_{2 n} \lambda_{1}\left(p_{1 n}^{2}+\lambda_{1}^{2} q_{1 n}^{2}\right)\left(\lambda_{2}^{4}-1\right)\right] .
\end{aligned}
$$

Thanks to (C.17), the identity (C.6) gives the two-fold Darboux transformation (6.1). By using (2.1), the identity (C.6), and the transformation (C.17), we have confirmed validity of Eqs. (C.4), (C.5), (C.7), (C.8), and (C.9) by using Wolfram's Mathematica symbolic computations.

It is further obvious that (C.13) and (C.14) are the same as (C.6) and (C.8). With the aid of (C.13) and (C.14), the identities (C.10)
and (C.12) are equivalent to

$$
\begin{equation*}
\dot{B}_{n}=2\left[u_{n} D_{n}-C_{n}\left(D_{n}+u_{n-1} B_{n}\right)\right], \tag{C.18}
\end{equation*}
$$

and the formulas (C.11), (C.15), and (C.16) are reduced to

$$
\begin{align*}
\dot{A}_{n} & =u_{n}\left[C_{n}+B_{n}^{-1}\left(A_{n} D_{n}-C_{n}\right)\right]+u_{n-1}\left(D_{n}-A_{n} C_{n}-B_{n} D_{n}\right) \\
& +B_{n}^{-1} C_{n}\left(C_{n}-A_{n} D_{n}\right)-D_{n}^{2},  \tag{C.19}\\
\dot{C}_{n} & =u_{n}\left[B_{n}^{-1}\left(A_{n}+C_{n} D_{n}\right)-A_{n}\right]+u_{n-1}\left(B_{n}^{2}-C_{n}^{2}-1\right) \\
& +D_{n}\left(B_{n}+1\right)-B_{n}^{-1} C_{n}\left(A_{n}+C_{n} D_{n}\right),  \tag{C.20}\\
\dot{D}_{n} & =u_{n}\left[B_{n}^{-1}\left(D_{n}^{2}+1\right)-B_{n}\right]+u_{n-1}\left[A_{n}\left(B_{n}-1\right)-C_{n} D_{n}\right] \\
& -B_{n}^{-1} C_{n}\left(D_{n}^{2}+1\right)+A_{n} D_{n}-C_{n} . \tag{C.21}
\end{align*}
$$

By using (2.2) and the transformation (C.17), we have confirmed validity of Eqs. (C.18), (C.19), (C.20), and (C.21) by using Wolfram's Mathematica symbolic computations.

## References

[1] R. Grimshaw, Nonlinear wave equations for the oceanic internal solitary waves, Stud. Appl. Math. 136 (2016) 214-237.
[2] E. Pelinovsky, T. Talipova, I. Didenkulova, E. Didenkulova, Interfacial long traveling waves in a two-layer fluid with variable depth, Stud. Appl. Math. 142 (2019) 513-527.
[3] M.J. Ablowitz, D.J. Kaup, A.C. Newell, H. Segur, The inverse scattering transform-Fourier analysis for nonlinear problems, Stud. Appl. Math. 53 (1974) 249-315.
[4] J.C. Bronski, M.A. Johnson, T. Kapitula, An index theorem for the stability of periodic travelling waves of Korteweg-de Vries type, Proc. Roy. Soc. Edinburgh Sect. A 141 (2011) 1141-1173.
[5] B. Deconinck, M. Nivala, The stability analysis of the periodic traveling wave solutions of the mKdV equation, Stud. Appl. Math. 126 (2011) 17-48.
[6] J. Hietarinta, N. Joshi, F. Nijhoff, Discrete Systems and Integrability, Cambridge University Press, Cambridge, 2016.
[7] M.J. Ablowitz, J.F. Ladik, Nonlinear differential-difference equations and Fourier analysis, J. Math. Phys. 17 (1976) 1011-1018.
[8] J. Chen, D.E. Pelinovsky, Periodic travelling waves of the modified KdV equation and rogue waves on the periodic background, J. Nonlinear Sci. 29 (2019) 2797-2843.
[9] J. Angulo, F. Natali, On the instability of periodic waves for dispersive equations, Differ. Integral Equ. 29 (2016) 837-874.
[10] B. Deconinck, T. Kapitula, On the spectral and orbital stability of spatially periodic stationary solutions of generalized Korteweg-de Vries equations, in: Hamiltonian Partial Diff. Eq. Appl, Vol. 75, Fields Institute Communications, Springer, New York, 2015, pp. 285-322.
[11] F. Natali, U. Le, D.E. Pelinovsky, Periodic waves in the modified fractional Korteweg-de Vries equation, J. Dyn. Differ. Equ. 34 (2022) 1601-1640.
[12] T.P. Andrade, A. Pastor, Orbital stability of one-parameter periodic traveling waves for dispersive equations and applications, J. Math. Anal. Appl. 475 (2019) 1242-1275.
[13] U. Le, D. Pelinovsky, Periodic waves in the modified KdV equation as minimizers of a new variational problem, SIAM J. Appl. Dyn. Syst. 21 (2022) 2518-2534.
[14] J.C. Bronski, V.M. Hur, M.A. Johnson, Modulational instability in equations of KdV type, in: New Approaches To Nonlinear Waves, in: Lecture Notes in Phys., vol. 908, Springer, Cham, 2016, pp. 83-133.
[15] J. Chen, D.E. Pelinovsky, Rogue periodic waves in the modified Korteweg-de Vries equation, Nonlinearity 31 (2018) 1955-1980.
[16] L. Ling, X. Sun, The multi elliptic-breather solutions and their asymptotic analysis for the MKDV equation, Stud. Appl. Math. 150 (2023) in press.
[17] B. Deconinck, J. Upsal, Real Lax spectrum implies spectral stability, Stud. Appl. Math. 145 (2020) 765-790.
[18] Y. Chen, B. Feng, L. Ling, The robust inverse scattering method for focusing Ablowitz-Ladik equation on the non-vanishing background, Physica D 424 (2021) 132954, 27 pages.
[19] A. Ankiewicz, N. Akhmediev, J.M. Soto-Crespo, Discrete rogue waves of the Ablowitz-Ladik and Hirota equations, Phys. Rev. E 82 (2010) 026602, 7 pages.
[20] Y. Ohta, J. Yang, General rogue waves in the focusing and defocusing Ablowitz-Ladik equations, J. Phys. A 47 (2014) 255201, 23 pages.
[21] N. Akhmediev, A. Ankiewicz, Modulation instability, Fermi-Pasta-Ulam recurrence, rogue waves, nonlinear phase shift, and exact solutions of the Ablowitz-Ladik equation, Phys. Rev. E 83 (2011) 046603, 10 pages.
[22] H.Q. Zhao, G.F. Yu, Discrete rational and breather solution in the spatial discrete complex modified Korteweg-de Vries equation and continuous counterparts, Chaos 27 (2017) 043113, 9 pages.
[23] D. Agafontsev, Extreme waves statistics for Ablowitz-Ladik system, JETP Lett. 98 (2013) 731-734.
[24] J. Sullivan, E.G. Charalampidis, J. Cuevas-Maraver, P.G. Kevrekidis, N.I. Karachalios, Kuznetsov-Ma breather-like solutions in the Salerno model, Eur. Phys. J. Plus 135 (2020) 607, 12 pages.
[25] J. Chen, D.E. Pelinovsky, Rogue periodic waves in the focusing nonlinear Schrödinger equation, Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 474 (2018) 20170814, 18 pages.
[26] J. Chen, D.E. Pelinovsky, R.E. White, Periodic standing waves in the focusing nonlinear Schrödinger equation: Rogue waves and modulation instability, Physica D 405 (2020) 132378, 13 pages.
[27] B.F. Feng, L. Ling, D.A. Takahashi, Multi-breathers and high order rogue waves for the nonlinear Schrödinger equation on the elliptic function background, Stud. Appl. Math. 144 (2020) 46-101.
[28] R. Li, X. Geng, Rogue periodic waves of the sine-Gordon equation, Appl. Math. Lett. 102 (2020) 106147, 8 pages.
[29] D.E. Pelinovsky, R.E. White, Localized structures on librational and rotational travelling waves in the sine-Gordon equation, Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 476 (2020) 20200490, 18 pages.
[30] J. Chen, D.E. Pelinovsky, Rogue waves on the background of periodic standing waves in the derivative nonlinear Schrödinger equation, Phys. Rev. E 103 (2021) 062206, 25 pages.
[31] J. Chen, D.E. Pelinovsky, J. Upsal, Modulational instability of periodic standing waves in the derivative nonlinear Schrödinger equation, J. Nonlinear Sci. 31 (2021) 58, 32 pages.
[32] W.Q. Peng, J.C. Pu, Y. Chen, PINN deep learning method for the Chen-Lee-Liu equation: Rogue waves on the periodic background, Commun. Nonlinear Sci. Numer. Comput. 105 (2022) 106067.
[33] K.W. Chow, R. Conte, N. Xu, Analytic doubly periodic wave patterns for the integrable discrete nonlinear Schrödinger (Ablowitz-Ladik) model, Phys. Lett. A 349 (2006) 422-429.
[34] W.H. Huang, Y.L. Liu, Jacobi elliptic function solutions of the AblowitzLadik discrete nonlinear Schrödinger system, Chaos Solitons Fractals 40 (2009) 786-792.
[35] C.W. Cao, X.G. Geng, Classical integrable systems generated through nonlinearization of eigenvalue problems, in: Research Reports in Physics, Springer-Verlag, Berlin, 1990, pp. 68-78.
[36] X.G. Geng, H.H. Dai, J.Y. Zhu, Decomposition of the discrete Ablowitz-Ladik hierarchy, Stud. Appl. Math. 118 (2007) 281-312.
[37] X. Liu, Y. Zeng, On the Ablowitz-Ladik equations with self-consistent sources, J. Phys. A 40 (2007) 8765-8790.
[38] V.I. Arnold, Mathematical Methods of Classical Mechanics, Springer-Verlag, Berlin, 1978.
[39] G.Z. Tu, The trace identity, a powerful tool for constructing the Hamiltonian structure of integrable systems, J. Math. Phys. 30 (1989) 330-338.
[40] G.Z. Tu, A trace identity and its applications to the theory of discrete integrable systems, J. Phys. A: Math. Gen. 23 (1990) 3903-3922.
[41] A. Khare, K.Ø. Rasmussen, M.R. Samuelsen, A. Saxena, Exact solutions of the saturable discrete nonlinear Schrödinger equation, J. Phys. A: Math. Gen. 38 (2005) 807-814.
[42] N. Trefethen, Spectral Methods in MatLab, SIAM, Philadelphia, 2000.
[43] T. Xu, D.E. Pelinovsky, Darboux transformation and soliton solutions of the semi-discrete massive thirring model, Phys. Lett. A 383 (2019) 125948, 14 pages.
[44] B. Deconinck, B.L. Segal, The stability spectrum for elliptic solutions to the focusing NLS equation, Physica D 346 (2017) 1-19.


[^0]:    * Corresponding author.

    E-mail addresses: cjb@seu.edu.cn (J. Chen), dmpeli@math.mcmaster.ca (D.E. Pelinovsky).

