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Abstract

We extend the concept of internal mode to envelope solitons and show that this mode is responsible for long-lived, weakly
damped periodic oscillations of the soliton amplitude observed in numerical simulations. We present analytical and numerical
results for solitons of the generalized nonlinear dimger equation and analyze the example of the cubic—quintic nonlinearity
in more detail. We obtain also analytical criteria for the existence and bifurcations of the soliton internal mode and calculate
the rate of the radiation-induced damping of the soliton oscillations induced by excitation of the internal mode. Copyright ©
1998 Elsevier Science B.V.

PACS:42.65.Tg; 63.20.Pw; 52.35.Mw; 03.40.Kf
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1. Introduction

Integrable models of nonlinear physics are known to possess stable soliton solutions—spatially localized structures
that interact elastically retaining their identity [1]. However, the integrable systems appear as a limit of more general
physical models; they describe the physical systems only with a certain approximation, and very often one needs to
account for the effects produced by nonintegrability to nonlinear equations and their solutions for solitary waves. It
is generally believed that inelastic interaction between solitary waves due to emission of radiation is major property
which differs from nonlinear waves in integrable and nonintegrable models with respect to physical applications (see,
e.g., the review [2] and references therein). However, as has been already obsekiddsfamhich are topological
solitary waves of the Klein—Gordon type models, soliton interactions may differ drastically when the colliding kinks
possess the so-calléaternal modeg3]. In respect to applications in solid state physics, the kink's internal mode
can be treated as ‘phonons’ coupled to the localized state, e.g., phonons localized at a dislocation in a generalized
version of the Frenkel-Kontorova model [4].
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The internal modes of kinks, usually calleshape modéshave been analyzed for different models and their
role is understood (see, e.g., [3,5]). Indeed, if one considers the models described by the equations which deviate
from the exactly integrable sine-Gordon equation, the small disturbances around the kink soliton include usually
a zero-frequency localized mode, which is the Goldstone mode associated with the translational invariance, and
the linear (continuous) modes associated with the waves scattered by the kink. Additionally, the spectrum may be
modified essentially by the appearance of novel localized modkids shape modesvhich have the frequencies
below the lowest phonon frequency. The existence of these localized modes has important consequences on the kink
dynamics because they can temporarily store energy taken away from the kink kinetic energy which can later be
restored giving rise to resonant structures in the kink—antikink collisions [3,5]. The similar effect have been predicted
for the resonant kink—impurity interactions when the impurity supports localized oscillation at the impurity site [6].

In the physical models we find solitary waves of different types and structure [1,2]. In particular, solitary waves
discussed in nonlinear optics aavelope solitonw/hich are characterized by spatially localized solutions for the
slowly varying envelope of the electric field (see, e.g., [7,8]). In systems with weak nonlinearity, such solitary waves
are described by the integrable cubic nonlinear 8dimger (NLS) equation, and its solitods not possess any
internal modesThis certainly is a proper model for temporal solitons propagating along optical fibers [8], but the
model is inappropriate for spatial solitons (sometimes ca@figuided beameropagating in waveguides or bulk
materials where much higher powers are required. In particular, as has been recently demonstrated theoretically and
experimentally, self-guided beams can be observed in materials with a strong photorefractive effect [9], in vapors
with a strong saturation of the effective index [10], and also they can exist due to the phase-matched two- and
three-wave parametric interactions in diffractiy€’ nonlinear crystals [11,12]. In all these cases, propagation of
envelope solitary waves is observednion-Kerr materialswhich are described by more general models than the
cubic NLS equation.

Then the natural question aris&0 envelope solitons possess internal modes for these general nonintegrable
NLS-type models, and if it is so, what are their properti€s@ importance of this question follows from the results
of numerical simulations of the dynamics of optical solitons in the systemsiftmonlinearities [13,14] where
solitary waves are known to display long-lived oscillations of their amplitude, similar to those observed earlier
in numerical simulations of the self-focusing effects in a medium with nonlinearity saturation [15]. The problem
of the existence of the soliton internal modes can also be approached from the other side, considering the cubic
nonlinearity but modified dispersive properties of the system, e.g., due to discreteness. For example, it is well
established that discrete models can support highly localized nonlinear modes, the sdlisaliete breathers
[16,17]. Such localized modes resemble the envelope solitons but excited on a few lattice cites, and sometimes
they can be approximated by the discrete NLS equation [18]. Numerical simulations of such nonlinear modes
in one-dimensional and two-dimensional discrete lattice [19] reveal many features resembling the dynamics of
the solitary waves of continuous NLS-type models of the generalized nonlinearities, including the excitation of
long-lived periodic oscillations.

Therefore, in many models describing envelope solitary was@gjnuous and discret@umerical simulations
of the nonstationary dynamics of spatially localized structures display the existence of long-lived oscillations of the
soliton amplitude that aneractically undamped and persist for a long tinvée show in this paper on the example
of the generalized NLS equation that this effect can be naturally associated with the existence of localized modes of
envelope solitons (often callédternal mode} similar to the case of the topological solitons of the Klein—Gordon
models. From the physical point of view, similar to the case of kinks, the internal mode of an envelope solitary wave
can be treated as a localized linear excitation associated with the existence of a bound stateirel @r, trapped
photonsof a self-guided optical beam. From the mathematical point of view, the internal mode is described by a
nontrivial discrete eigenvalue of the associated scattering problem which can appear due to nonintegrability of the
nonlinear model. The frequency of this mode is in the gap of linear spectrum band and therefore the oscillations
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with this mode are localized near the soliton. Therefore, having the frequency different from the soliton frequency,
the mode manifests itself as a periodic beating of the soliton amplitude, similar to the ‘wobbling’ oscillation of the
kink shape in the Klein-Gordon models [3,5].

The paper is organized as follows. In Section 2 we introduce the model described by the generalized NLS equation
and consider, in more details, the particular example of the cubic—quintic nonlinearity where solitary waves can be
found in an explicit analytical form. Section 3 presents the analysis of an eigenvalue problem which describes linear
excitations upon the envelope solitary wave. Existence of the soliton internal modes is discussed in Section 4 where
we employ the so-called Evan'’s function and study its analytical properties to analyze bifurcations associated with
the soliton internal mode which can emerge from either the edge of the continuous-spectrum band or the instability
domain. In Section 5 we calculate the radiation-induced damping of the initially excited oscillations of the soliton
amplitude associated with the existence of the soliton internal mode. This radiative damping is a direct consequence
of nonintegrability of the physical system (i.e. no exact solutions periodic in time exist) and it is accounted by a
generation of higher-order harmonics. At last, Section 6 concludes the paper.

2. Model and stationary localized solutions

We consider the generalized NLS equation which describes, in particular, propagation of a self-guided beam of
the fundamental frequency in a dielectric optical waveguide. In the dimensionless case this equation reads
Y 3w

i— + —— + F(¥[9)¥ =0, 1
oy T3z TEID) 1)

where, in the case of spatial optical solitons propagating in a slab waveguade,x are the longitudinal and
transverse coordinates, respectively. The funciodescribes a complex (normalized) envelope amplitude of the
fundamental wave and'(I) is proportional to the nonlinearity-induced change in the material refractive index
which depends on the wave intensity= |¥|2. It is natural to assume the conditi@(0) = 0, i.e., this nonlinear
correction vanishes for small intensities.

Self-guided beams (bright spatial solitons) are described by localized stationary solutions of Eq. (1) of the form
W(x,1) = ®(x; w)€*, wherew is the nonlinearity-induced correction to the carrier frequency of the fundamental
wave. In application to the theory of spatial solitions, this parameter is referred to as the soliton propagation constant.
Function® (x; w) satisfies the following differential equation.

2
if—w¢+F@%¢=a 2)
dx2
A simple analysis reveals that a localized solution of Eq. (2) existafer O provided there is at least one root,
I = I,,(w) of the equatiorfolm F(I)dI —wl, = 0. Under this condition, a bright soliton solution is described by an
even, positive, single-humpéhction @ (x; w) with the amplitude proportional t¢/7,, (w). In the limitx — 400
the function® (x; w) vanishes exponentially:

D(x; w) = X(a))e_‘/alx‘ asx — +oo, 3)

wherey (w) is a constant coefficient.

Although our analysis of the solitary waves of model (1) is general, throughout the paper we demonstrate our
results for the particular case of the nonlinear funcfigi) corresponding to the cubic—quintic nonlinearity. Without
loss of generality, this function can be rescaled to the following form.

F(I) =4I + 3012, 4
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wheres = £1. This function takes into account a quintic-nonlinearity correction to the cubic (or Kerr) nonlinearity
which should be taken into account for larger light intensities. This correction may be either foeusing 1) or
defocusing(c = —1). The generalized NLS equation with the nonlinearity (4) allows to find an explicit solution
for a solitary wave:

D(x; w) = (5)

» 12
{1+«/1+GwCOSf’(2ﬂx)} ’

In the limit of small amplitudes, whea « 1, the solitary wave (5) transforms into the conventional soliton of the
NLS equation

D (x; ) —> # asw — 0. (6)
V2 cosh/wx)
For larger intensities the quintic nonlinearity distorts the shape of the NLS soliton. For the defocusing case when
o = —1, the existence of a solitary wave is limited by the critical value- 1 which defines the critical soliton
amplitude,/,,(w) — 1. Therefore, for = —1 the solution (5) exists only for any positiwg and in the limit of
large amplitudes whed > 1, its shape becomes closer to that described by the critical (quintic) NLS equation:
2
Vo Y
D(x; _— as . 7
(x; w) > {COS?‘(Z\/Bx) ® — o0 @)

3. Linear excitations of an envelope soliton
3.1. Linear eigenvalue problem

Here we analyze small (linear) perturbations excited upon the soliton solution. To do this, we linearize the
generalized NLS equation (1) around the solitary wave; ») by applying the following substitution for the linear
perturbation [20]:

W(x, 1) =[P w) + (U — W)E? + (U* + W@ e, ®)

wherelU = U(x; w, 2) andW = W (x; w, £2) are generally complex functiong, is a complex eigenvalue and the
asterisk stands for the complex conjugation. The substitution (8), after neglecting nonlinear terms, reduces Eq. (1)
to the linear eigenvalue problem which can be written in the following matrix form:

LY = RV, 9

where

_(U (0 Lo
() =)
and the linear operatord and £, are associated with the soliton solutiérix; w):

2

_8x2

82
clz—ﬁ +w— F(®?) — 20%F'(®?). (11)
X

Lo= +w— F(P?), (10)
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Besides the eigenfunctigii we consider also an adjoint eigenfunctign= (U%, W), whereU“ and W¢ satisfy
the same linear eigenvalue problem (9). Then, the following Wronskian-type quantity,
3y 92 oU LOW 8U“U awe

Z, =Z— - — YV=U"—+4+W
Wz, D) 0x 0x Y 0x + 0x 0x 0x

does not depend an and hence, it plays an important role in the analysis of the linear eigenvalue problem (9).
We define four linearly independent fundamental solutions to the problem (9) by imposing the following boundary
conditions:

W, (12)

Y — y;e9" asx — 4oo, (13)
Zj — zje_“-/"“ asx — —oo, (14)

wherej =1, 4, u1 = —puz3 = —vo—2,u2=—us=—vo + £2,

(1 Cvi—e — 1
i=ys=&=1{,) Ye=ya=e-=|_, |

andz; = (1/4uj)y}. with “t” standing for transposed matrices. These boundary conditions follow from the asymp-
totic solutions to Eq. (9) in the limits — +o0. In the opposite limits, the fundamental eigenfunctions can be
superposed through the set of asymptotic solutions as follows:

4
yj —> ZDjk(.Q)yke‘“‘x asx — —oo, (15)
k=1
4
Z — ZDk,-(sz)zke*ﬂkx asx — +o0. (16)
k=1

The coefficient®;, (£2), referred to ascattering coefficienfean be expressed through the Wronskians (12),
Djr(82) = W(Zk, V)). 17

The detailed analysis of the scattering coefficients should be carried out independently in different regions of the
spectral paramet&?. However, there are general relations between these coefficients following from the symmetries
of the linear problem (9). Indeed, because the funofi@n; ) is even inx, the eigenfunctiond’; (—x; w, £2) also
satisfy Eq. (9), and therefore, we can constiichs follows:

1
Zi(x;w, 2) = —V(—x; 0, 2). (18)
This property leads to the symmetry relations
’D. .
Zik _ K (19)
Dyj  mk

3.2. Scattering problem and continuous-wave spectrum

Continuous-wave (nonvanishing) solutions of Eq. (9) exist for f2@uch that$2| > ». The continuous-wave
spectrumis shown schematically in Fig. 1 by shaded regions. In the regierw we construct a uniform continuous-
wave eigenfunctio)* (x, k), wherek is a real parameter specifying the spectral eigenvalue; » + k2, from
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Im(Q)
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Fig. 1. Schematic structure of the spectrum of linear eigenvalue problem (9)—(11) in the case of a single internal mode of a solitary wave,
e.g., for the cubic—quintic NLS equation (1) and (4yat +1. Shaded regions correspond to the continuous-wave spe@im .
The symmetric eigenvalugd = +£2¢ define the frequency of the soliton internal mode.

the fundamental solution, or alternatively)’s = V7, and)> by removing the exponentially growing term in
Eq. (15) proportional to’&*. For example, for negative values of the paramitdre continuous-wave eigenfunction
Y+t(x, k) is defined by

D12(£2)

Vo(x; 2,w) for 2 > w.
Dpa(2)°

V&, k) = Vilx; 2, 0) —

Then, neglecting exponentially small terms in the limits> oo we find the following boundary conditions for
the continuous-wave eigenfunction:

ikx
n e, e, . _ x — 400,
Vix b = {A(k)e+e'k" + B(k)epe " x > —o0, (20)
where the coefficientd (k) and B(k) are given for negative by the formulas

Alk) = D11(82)D22(82) — 912(9)921(9)7 21)

D7o(£2)
D13(82)D22(82) — D12(82)D23($2

B(k) = 13(82)D22(£2) 12(82)D23( ). 22)

D2o(£2)

To find the continuous-wave eigenfunctions and the coefficiétk$ and B (k) for positivek we use the symmetry
relations

V¥, —k) =Y (x, k), A(=k) = A*(k), B(—k) = B*(k). (23)

In addition, it follows from the Wronskian relations (see, e.g., [21]) that the coeffick@isand B (k) satisfy the
following scattering relation:

JA()I? = 1+ |B(k)|>. (24)

It is clear from Egs. (21) and (22) that zeros of the functiog(£2) for |£2| > w are poles of the coefficients
A(k) B(k). Themain assumptioof this paper is the conditiofr22(£2) > 0 for 2 > w. Under this restriction, the
coefficientsA (k) and B(k) are not singular for readd and the localized eigenmodes embedded into the continuous-
wave spectrum are absent (for an example of such an eigenmode see [14]).

The other branch of the continuous spectrum located for neg&tigeuld be constructed by using an obvious
symmetry of Eq. (9) (see e.g., [20fg — —2,U — U, andW — —W. For convenience, we define the other
continuous-wave eigenfunctign— by the following boundary conditions:
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e_e 'k, x — 400,
Y (x, k) > _ _ (25)
A*(kye_e ™ 4+ B*(k)e_e*, x » —o0.

The real parametdr specifies now the eigenvalue £s= —(w + k2).

The continuous-wave eigenfunctions could be explicitly found for the integrable cubic NLS equation which
follows from Eq. (1) for the normalized functiof(/) = 4I. In this case, the soliton solutions are given by the
asymptotic expression (6) while the continuous-wave eigenfuncdigris, k) have the form

eiikx ]
VE(x k) = m{[kz — o + 2ikJ/o tanh(y/ox)]ex + w sech(Vox) (e + e)). (26)
For this particular case, we find from Eq. (26) ti&k) = 0 and
(k—iy@\®
Ak) = <k+iﬂ> . (27)

3.3. Discrete spectrum and neutral modes

The neutral modes of the discrete eigenvalue spectrum are localized solutions of Eq2(2) @tand they are
related to the infinitesimal spatial translation and gauge transformation of the sbliiom). They are explicitly
expressed through the functidn(x; w) as

D
Var(x) = (1) 9 o) Vaax) = (0

0) ox 1) Px; @), (28)

Besides these neutral modes, we need to introduce the associated discrete-spectrui matiese; = 1, 2,
which satisfy the inhomogeneous equatiofiy,; = ),;. These associated modes correspond to an infinitesimal
change of the soliton velocity and propagation constant, and they can be found in the explicit form

0\ x -1\ 0@
Va1 = (_1) 3P0, Vo= ( 0 >%(x,w>~ (29)

3.4. Internal modes and soliton stability

For the cubic NLS equation, i.e., Eq. (1) with the nonlineafity/) = 41, the system of linear eigenfunctions
defined by Egs. (26)—(29) is complete (see, e.g., [22]), so that other localized solutions to Eq. (9), different from the
neutral modes defined in Section 3.3, are absent. However, for a more general (non-Kerr) nonlinearity, additional
discrete-spectrum modes may appear for some nonzero values of the eigeRyalnd these localized modes
are associated with the internal dynamics of a solitary wave. In particular, the soliton dynamics may display the
linear (exponential-type) instability if the eigenvalf®ehas a negative imaginary part; or the periodic long-term
oscillations if$2 is real. We call the localized eigenfunctiops (x) corresponding to real values &f the soliton
internal modesilt is clear that the internal modes may exist only inside the gap of the continuum spectrum, i.e., for
|22] < w.

According to the general analysis of the linear problem (9) and its generalizations [23,24], there exists at most
one eigenvalu& with negative (or, alternatively, positive) imaginary part. This result follows from Theorem 5.8 of
Grillakis et al. [23] and Theorem 3.1 of Pego and Weinstein [24] provided by the condition that the linear operator
Lo (see Eg. (10)) has no negative eigenvalues while the opefat@ee Eqg. (11)) has strictly one such mode. The
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unique eigenvalue to the linear problem (9) with a negative imaginary part exists only inside the instability domain
which is defined by the inequality

dNs(w) -

i 0, (30)
where
+00
Ns(w) = % / @2 (x; w)dx (31)
—00

is the power invariant calculated for the solitary wave solution. In our previous paper [25] we have shown different
regimes of the instability development of envelope solitons occurring within the instability domain (30). In the
present paper we study general features of dynamics of stable bright solitons when system (9) does not admit any
complex eigenvalue®. It has been shown (see e.g., [26]) that all possible eigenvalues of Eq. (9) are real inside the
stability domain defined by the condition opposite to that in Eq. (30),

dNs(w)
dw
although neither a number of real eigenvalues nor the general features of the dynamics of solitary waves which

possess internal modes can be predicted or studied by the methods of the previous papers. Below, we present the
general approach for constructing the internal modes and also derive the analytical criterion for their existence.

> 0, (32)

4. Existence and properties of soliton internal modes
4.1. The Evans’ function and internal modes

We consider the linear eigenvalue problem (9) for i@dbcated in the gap of the continuous spectri@), < w.
Because of the obvious symmetry we confine ourselves by thesizasd. The fundamental solutiodg and)»
vanish exponentially as — +oo (see Eq. (13)) while two other solutiorigs and)y, are exponentially diverging.
Therefore, the only possible localized solutipip to Eq. (9) can be superposed through the fundamental solutions
as follows:

Vin(x) = 011 (x; w, 2) + a2V (x; w, 2) (33)

for certain constanta; anda>. However, in the limitx — —oo both the fundamental functions are generally
diverging because the exponential terms are proportion&ktoamd ¢'2*. Only if the following determinant of the
scattering coefficients (15) and (16),

D(82) = D11(82)D22(82) — D12(£2)D21(£2), (34)

vanishes for a certain value &, the linear superposition (33) can be chos&ponentially decaying at both the
infinities. Thus, the eigenvalues for the internal modes are determined by zeros of the fang@9mvhich is called

Evans’ functiorn(see [27] and references therein). As a matter of fact, similar arguments leading to the idea of using
the function (34) have been recently used by Malkin and Shapiro [20] for analyzing the spectrum of linear soliton
excitations in the two-dimensional NLS equation.
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As can be easily shown, the Evan'’s function (34) is a continuous and real function for real valzesuch
that|2| < w. As a result, the existence of internal modes inside the spectrumy2jagp « could be studied by
analyzing the asymptotic behavior of this function in the linfits— 0 and2 — ™.

In order to deal with the limi2 — O, it is useful to find an integral formula for the derivativesldf. (£2). We
follow the general technique described by Pego and Weinstein [24,27] and obtain the following final result:

+00
1
D)y (2) = f {U,? Wi + WU + SDjp( ) (2) + u;<9>1} dx
1 1 1
+ 5Djk(2) {—u}(m - —u;(sz)} . k=12 (35)
Mj (22

where the primes stand for derivatives with respec®to
Now we construct the eigenfunctiops and)’ at 2 = 0 with the boundary conditions (13) by superposing the
neutral discrete-spectrum modes (28):

1 1
Vi = Vu+ V. 36
1920 et e (36)
RY — 1 y _ly (37)
29:0_ Xx/5 “ X 4

where the boundary condition (3) has been used. The adjoint fundicar® given by Eq. (18). Then from Egs. (15)
and (35) we find thaD;; (0) = Dj’.k(O) = 0for j, k = 1, 2. Further, we define the derivativeéy’; /02 = 0 by the
same formulas (36) and (37) but wiily; replaced by/,; (see Eq. (29)). By differentiating formula (35) we finally
obtain

/! Y _ 1 1 st(w)
1 1  dNs(w)
1 Ty _ -

whereNs(w) is defined by Eq. (31). As a result, the asymptotic behavior of the Evans’ function (3®) fer0 is
defined by the following expresion:

_ 1w 4 6 Wy 3 dNs(w)
D@) = 5,0 @2 +029, DO = o Nw) =g =

Thus, we come to the conclusion that inside the stability domain (32) the Evans’ fuitgionis always positive
for small £2.

Now we consider the asymptotic behaviorlofs2) as$2 — »~. To do this, we first analyze the behavior of the
coefficientsA (k) and B(k) for the continuous-wave eigenfunctidit (x, k) (see Eqg. (20)) ak — 0. In this limit,
the boundary conditions (20) transform as follows:

(38)

V¥ (x,k) (39)

{ e, x — +o00,
a0 [A(k) + B(k)]es + ik[A(k) — B(k)]xe,, x — —oo.

In a generic case, the secular term (i.e., that growing lineariyaisx — —oo) is generated by the linear eigenvalue
problem (9) a2 = w according to the formula

U (x,0) N AW+ (x,0)

=4b_1, 40
0x ax ! (40)

X—>—00 X—>—00
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where

+oo
b_1 = % / dx{F(®3)[U(x,0) + WF(x, 0)] + 20%F (@)U (x, 0)}. (41)

It follows from Egs. (39) and (40) that if_; # 0 the coefficientsA (k) and B(k) are diverging ag — 0 and they
can be found from the asymptotic formula

A(k) = —B(k) = —%b_l ask — 0. (42)

Now, employing the same analysis to the functids?) in the limit 2 — ™, i.e., inside the gap of the continuous-
wave spectrum, we find the asymptotic formula (cf. Egs. (21) and (42)),
D(2) - —% as - ™. (43)

We apply here the assumption that the coefficlBpi(£2) is positive for2 > w. In this case, the coefficient 1
defines the sign of the functioB(£2) in the limit 2 — »~, and hence determines the existence of an internal
mode inside the gap of the continuous-wave spectrumn.{f> 0, the Evans’ functiorD(£2) changes its sign from
positive for smalls2 to negative fon2 — ™. Therefore, there exist least one roobf the equatiorD(£2) = 0
in the internal 0< 2 < o which is associated with the soliton internal modeblfy < 0, then the function
D(£2) either has no roots (and associated soliton internal modes) being positive everywhere f@r @ » or
even number of roots are expected. Thus, the singular behavior of the coeffitightend B (k) at the edge of the
continuous spectrum given by Eq. (42) determitiessufficient conditioh_1 > O for the existence of the internal
mode of an envelope soliton.

In the special case, whén 1 = 0, the coefficientsi (k) and B (k) are not singular ak — 0. Moreover, it can be
shown from Egs. (23), (24) and (39) th&f0) = 0 andA(0) = 1. In this case, the Evans’ function is not singular
as well and it has the asymptotic representation

D(R2) — Dp(R2) asR — w ™.

In particular, this special situati@ppears alwayfor integrable models because soliton solutions are associated with
the reflectionless potentials of the corresponding linear eigenvalue problems for Bytkickianishes identically

for all k. For example, for the cubic NLS equation we can find from Eq. (27) that the Evans’ furiz¢@n tends

to the following limit:

2
V2-1 _
_— as2 — w .
V2+1

Therefore, the internal mode is absent for the soliton of the integrable cubic NLS equation, but it can be induced
by a perturbation which would lead to a positive valuebaf. We note that this positive_1 might be generated
by both a correction to the cubic NLS equation and by a perturbation of the solitary wave profile within the cubic
NLS equation.

As a particular example, we study numerically the Evans’ function (34) for the generalized NLS equation with
the cubic—quintic nonlinearity (4). The results are presented in Figs. 2(a) and (b) for two possible sigf®of
o = +1the Evans’ functiorD(£2) tends to—oco ass2 — »~ and there always exists only one zero of this function
at 2 = 2o(w) (see Fig. 2(a)) located inside the gap of the continuous-wave spef2iirc w. The complete
spectrum of the linear problem (9) corresponding to this case is shown schematically in Fig. 1. In the-case

D(£2) — (
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(a)

T T T T

Evans' Function D(Q)
o

0 10 20 30 0y 40 50
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Fig. 2. The Evans’ functioD(§2) calculated numerically for the soliton of the cubic—quintic NLS equation (1) and (4) in the case: (a)
o =+1and (b)Jo = —1. A single zeraD(£2p) = 0 in the case of (a) corresponds to the soliton internal mode.

the Evans’ function tends t¢oco as2 — o~ and, therefore, there are no zeros of this function within the gap of
the continuous-wave spectrum (see Fig. 2(b)). The pradfilgéc) and Wi, (x) of the internal mode corresponding
to the eigenvalu&2gp ato = +1 have been calculated from Eq. (9) with the help of the numerical shooting method.
We present these eigenfunctions, together with the soliton prbfile ), in Fig. 3 forw = 5. Thus, for both
focusing cubic and quintic nonlinearity (4) a stable bright soliton of a finite amplailwlays has a unique internal
modewhich determines the long-term oscillatory dynamics of the solitary wave. Dependence of the fre@gency
of this mode vs. the soliton frequency (or propagation constafigs been obtained numerically and it is shown
in Fig. 4(a). It is clear that the frequency of the internal mode is always inside the gap between the continuous- and
discrete-spectrum modes, i.e., in the internal @ < w.

We mention that the existence of several internal modes of different spatial symmetries within the interval
0 < £ < wis not generally prohibited by the properties of the linear system (9) unlike that happen for camplex
[23,24]. However, we confine our analysis only to thedamental internaiode, i.e., that having the smallest value
of £2 and the profile of the componett, (x) with two symmetric nodes (see Fig. 3). For the considered example
of the cubic—quintic nonlinearity, this fundamental internal mode turns out to be unique and it appears only due to
rather universal bifurcations at the edges of the interval @ < . The bifurcation in the limit2 — 0 can occur
at the edge of the stability domain (32) when a pair of real eigenvalues merges and moves to the imaginary axis. On
the other hand, a bifurcation in the linfit — ™ can occur when the generalized NLS equation (1) reduces to the
integrable cubic NLS equation witB(k) = 0. Both these bifurcations are analyzed below.
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Fig. 3. Examples of the soliton profilé (x; w) (thick solid) and the function®/j,(x) (thin solid) andWj, (x) (dashed) describing a
localized eigenmode of the discrete spectrum for the cubic—quintic NLS equation (1) and (4) &t andw = 5.

4.2. An eigenvalue emerging from the edge of the continuous spectrum

In Section 4.1 we have shown that the bifurcation of the internal mode may take place in the vicinity of the
integrable case, whe(k) = O (see the definition in Eq. (20)), and the Evans’ function (34) is not diverging in the
limit 2 — o~ for this case. Here we analyze this bifurcation in a general form and consider the nonlinear function
F(I)in Eq. (1) of the form

F(I) =41 +¢f (), (44)

wheree is a small positive parameter which scales the amplitude of the perturbation of the cubic (Kerr) nonlinearity
described by the functiofi(/). The soliton profile? (x; ) can be found from Eqs. (2) and (44) as the perturbation
expansion,

D (x; ) = Po(x; ©) + €P1(x; w) + O(e?), (45)

where the NLS solitorg(x; w) is given by Eq. (6) whileD1(x; w) satisfies the inhomogeneous linear equation,
L9®1 = f(®2)Po. We denote the linear operators (10) and (11) in the zero-order (NLS) approximatiiraas
£9 which are

0 92 0 92

L= —— +w—2wsecH(Vox), L] = —— + o — 6wsecH(Vox).
dx2 dx2

Substituting expansions (44) and (45) into Eq. (9) we find a linear perturbed eigenvalue problem of the first-order
approximation,

L% +eLhHy = 2, (46)
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Fig. 4. (a)—(c) Dependence of the internal mode frequegpn the soliton frequency for the solitary wave of the cubic—quintic NLS
equation (1) and (4) at = +1. Solid curve shows the numerical result, dashed curves in (b) and (c) show the asymptotic results (58)
and (68), respectively. Note different scales in (a)—(c).

where

o (0 £3 1 (0 L}
£‘<£20’ E‘ﬁ}o’

and
Ly = —f(PP) — 8Do®1, L= —f(@3) — 203 f(®E) — 24bo 1.

In the leading-order approximatidia = 0), a complete set of eigenfunctions consists of two branches of the
continuous spectrum (26) and also the neutral and associated discrete-spectrum eigenmodes (28) and (29). Therefore,
we seek a solution to the perturbed problem (46) by expanding the furi¢tiorough this complete set as follows:

+00
V(x) = / dk[at (VT (x, k) + @ Y™, D]+ Y @ Van + Baan), (47)

n=12

wherea* (k), o, andg, are coefficients of this expansion. It is clear that the discrete spectrum locatee=ad
is not relevant to the problem of bifurcation & = . Henceforth, we neglect all components of the discrete
spectrum in the subsequent calculations. A dangerous role of the discrete-spectrum modes in a variational analysis
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of oscillations of bright solitons supported by the dynamics of the continuous-wave packets has been recently
discussed by Kaup and Lakoba [21].

Following the standard analysis (see, e.g., [22]) we define an inner product for the continuous-wave eigenfunctions
Y*(x, k) according to the formula

+00
/ 1 / /7
(V(K), Y(k)) = > /{U(—x,k)W(x,k)ﬁL W(—=x, k)U (x, k)}dx. (48)
—00
Then we use the Wronskian relations (12) and the boundary conditions (20) and (3% Yot O to find that the

cross-product o) * (x, k) are zero, while the self-products are given by

YK, YT (k) = 27 A(K)S(k — k), (49)
(Y7 (K), Y™ (k) = 2w A* (k)8 (k — k), (50)

whereA (k) is defined by Eq. (27). Using these formulas for the inner products, we substitute expansion (47) into
Eqg. (46) and reduce the linear problem to the system of linear integral equations

:t 6
k) =+—
a> (k) o

oo + N+ (1) + Ny— (1
/dk,ilq_(k,k)a ®) , K2k K)a@) | (51)

A (82 = $2p) — A*(K) (2 + $2)

whereat (k) = A(k) (2 — 2t k), a= (k) = A*(k)(2 + 2o~ (k), 2% = (v + k2), and
1 +00
KE(k, k) = > f{Ui(—x,k)ﬁiUﬂx,k’) + WE(—x, HLIWT (x, k') }dx.

Now we assume that the perturbation leads to a bifurcation of the internal mode into the gap of the continuous
spectrum. This assumption implies that the system of integral equations (51) exhibits bounded solutis)for
at a certain eigenvalu® = 29 < w. According to this, we introduce the parametrizatith= o — €22, and
notice that the integrands in the first integrals of Eq. (51) have poles=atiex providedx > 0 (¢ is supposed to
be positive). These poles lead to a singular behavior of the first integrals>a®. In order to evaluate this singular
behavior of the integrals we notice from Eq. (26) that the funcidrix, k) vanishes exponentially fast & — oo
forx > 0 and Imk) > 0, or forx < 0 and Imk) < 0. Therefore, we close the integration contours in Eq. (51)
through infinity Im(k) > 0 forx > 0, or Im(k) < O forx < 0. We suppose that the coefficient(k) is normalized
as follows:

lat (k)] - 1 as Imk) #0, |k| — oo. (52)

Besides, we suppose that the coefficiaritgk) are not singular a& — 0. Of course, these coefficients, as well
as the kernel functiod ~1(k)Y* (x, k), might have some poles in the complex plané dbut these poles do not
give any singular contribution into the integrals of Eq. (51f as 0. Furthermore, the second integral in Eq. (51)
does not lead to a singularity fer— 0 as well. Therefore, we neglect all these terms and obtain finally an explicit
asymptotic solution of system (51) in the linait> O:

at(k) = :F%aJ“(O)Kf(k, 0). (53)

This explicit solution is self-consistent provided the parametisrdetermined by the equation
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1 o
k=-3 / de{UT (—=x, 00 LIUT (x,0) + WH(—x, 00 LW F(x,0)}, « > 0. (54)
—0o0o

Thus, the system of integral equations (51) does have a solution for the internal mode with the eig@nvalue
20 = w — €%«? if the parametex defined by Eq. (54) turns out to be positive. It can be shown from Egs. (46),
(41), and (54) that the following relation is asymptotically valid éor— 0,b_1 = ex. Therefore, the results
of the bifurcation analysis agree with the criterion of the existence of the fundamental internal mode found in
Section 4.1.

If the internal mode exists, i.ex, > 0, then it follows from Eq. (47) for — O that the profile of the internal
mode approaches at infinity to the following shape:

at(0)
2iek

Vin(x) > — ( >y+(x, Fiek) asx — +oo. (55)
We see that the internal mode is exponentially localized in the |imit> oo, and it coincides with the profiles of
the continuous-spectrum eigenfunctions continued analytically into the complex plan&he limiting behavior
for a™ (k) imposed by Eq. (52) provides this exponential localization for the internal mode, and therefore is self-
consistent with the approach developed here.

The results described above can be easily applied to evaluate the asymptotic limit of small soliton amplitudes
for the frequency of the internal mode supported by the cubic—quintic nonlinearity (4). For this case, the first-order
correction® (x; w) has the form

3
Br(x: ) = —o Jw_coshzﬂx). (56)
8./2 cosi (/wx)
As follows from Eqg. (26), the limiting eigenfunctigyi™ (x, 0) is given by
Vt(x,0) = e, — sec(Vox)(e, +e_). (57)

Calculating Eq. (54) with Egs. (56) and (57), we find that (o/6)w® 2. Therefore, the discrete eigenvalue emerges
from the continuous spectrum only fer= +1, and the approximate analytical expression for the frequency of the
internal mode2 = £2p(w) can be found in an explicit analytic form

2

20=w [1 - ‘5—6 + O(a)4):| asw — 0. (58)

This result is presented in Fig. 4(b) by a dashed line. The solid line shows the results of numerical simulations
from Fig. 4(a). Thus, the asymptotic expression (58) is approximately valid for relatively smalich that
w <03

4.3. An eigenvalue emerging from the instability domain

It follows directly from the linear system (9) that any set of localized solutigng) for real 2 = £2,, satisfy
the orthogonality conditions

+o0
(82, — 2) /[UnWm + W,Upldx =0 forn # m. (59)

—00
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Applying this general condition to the internal malle = YVin for £2,,, 20, and the neutral discrete-spectrum modes
(28), Y = Yy; for 2,, = 0 andj = 1, 2, we transform the orthogonality conditions (59) to the form

—+o00
3D (x:
Di(w. 20) = 2o / %Wm(x; w, 20)dx = 0, (60)

—00

+00
Do(w, $20) = $20 / D (x; w)Uin(x; w, $20)dx = 0. (61)
—00
The first condition, Eq. (60), is relevant if the functidif, is odd inx, whereas the second condition, Eq. (61), is
applicable for the even functidri,. Here, we are interested in the bifurcation of the internal mode from the neutral
discrete-spectrum modes (28). It can be easily shown that this bifurcation is only possible for the neutg}smode
and as a result, the functigi, is turned out to be even, see Eq. (28). To find an asymptotic representation for
this function in the limit2g — 0, we follow the analysis of our previous paper [25] and introduce the asymptotic
expression for solutions of Eq. (9),

Vin = Vaa(x: @) + 20Va2(x: 0) + Y 24V (x: 0). (62)

n=2
Here),;» and)),» are given by Egs. (28) and (29) while the higher-order correcfigrsave to be found by inverting
the linear inhomogeneous equations,
Eyﬂ = y}l—lv n 2 27 (63)

and taking into account the orthogonality (solvability) condition (61). For instance, the second-order correction is

W = (2) Wa(x; w),

whereWa(x; w) satisfies the equatiofigW, = —3d®/dw, and the solvability condition (61) leads to the relation
dNs(w)/dw = 0, i.e., to the threshold between the instability (30) and stability (32) domains. Let us define the
marginal value for this threshold as= wc, i.e., dVs(w)/dw|y=w, = 0, and extend the solvability condition (61)

to the fourth-order approximation valid f&® — wc) &~ O(e2). Then the detailed analysis (see [25]) reveals that the
roots of Dz (w, £29) can be approximated as follows:

dNs(w)
dw

where the positive coefficies(wc) is defined by the expression

2
3(15
Ms<wc)—/ ((p( )/q>( (x ?) 4 )

—00

Da(w, 20) = —24 + 24Ms(we) + O(2§) = (64)

dx. (65)

w=w¢

It follows from this equation that within the stability domain (32), there always exists an internal mode near the
marginal stability threshold, and its frequen@yg(w) is given by

1/2
1 dNs(w) } ' (66)

$20(@) = { Ms(wo)  dw
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Thus, a transition from instability for solitary waves always generates an internal discrete-spectrum mode to the
linear problem (9) which is described by the even eigenfunclign(see Egs. (28), (29) and (62)). The relation
between the stability bifurcation and existence of oscillatory solutions to the linear problem has been recently pointed
out by Malkin and Shapiro [20] who have carried out the similar bifurcation analysis for the two-dimensional NLS
equation.

Let us apply this analysis to the particular case of the cubic—quintic nonlinearity (@)=fo#1. In this case, the
soliton powerNs(w) can be found with the help of Egs. (5) and (31)

Ns(0) = 1 tan (V). (67)

The derivativeN/(w) vanishes in the limitx — oo when the bright soliton approaches the profile (7) of the soliton
solutions of the critical (quintic) NLS equation. The coefficidff(wc) (see Eq. (65)) in this limit can be calculated
asMs(we) = 73/(5120°) so that the eigenvalu@o(w) has the following asymptotic representation:

20 8«/§

? = m + O(w_3/4) asw — o0, (68)

which is shown in Fig. 4(c) as a dashed curve compared with the numerical result (solid curve) from Fig. 4(a).

5. Radiative damping of the soliton oscillations

Being excited, the internal mode oscillation of a finite amplitude generates higher-order harmonics with the
frequencies multiple integer to the frequenRy. Thus, even if the frequencyg lies in the gap of the continuous
spectrum, as shown in Fig. 1, the multiple frequencies might fall within the continious-spectrum band inducing radi-
ation propagating away from the soliton. This escaping radiation should induce a damping mechanism by which the
amplitude oscillation decays. In this section we evaluate the rate of this radiation-induced damping for different cases.

5.1. Radiation due to generation of a double frequency

First, we consider a simple case when the oscillating internal mode generates linear wave with the double frequency
2820. This situation can be realized provided2 < 2o < w. To describe nonlinear effects leading to the radiative
damping, we consider a standard multi-scale asymptotic expansion which assumes that the oscillation amplitude
is a small parameter. Then we introduce a nonlinear generalization of expansion (8) given by the asymptotic
series

¥ = (@ + e[a(Uin — Win)€' 4+ a* (U + Wi)e™ 91 4 2@, + 303 + O(eh)) e, (69)

whereUj, and Wi, are components of the internal mode= a(T) is the oscillation amplitude]’ = €?r is slow
time of the amplitude evolution induced by the nonlinear effectseaisdn effective small parameter. Substituting
the asymptotic expansion (69) into Eq. (1), we derive a system of equatiofis,fdr; and higher-order corrections.
Thus, within the second-order approximation we present the formal solution as follows:

@y = |a|?Up + [a®(Ua — W)@ + a*2(U + Wi)e 29201, (70)

where the function#/p, U2, andW> are to be found from the linear inhomogeneous equations
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L1Uo = 2[3D F'(®2) + 203 F" (9)]UZ + 20 F (%) W2, (71)
L1Up — 2820Wa = [30 F'(0?) + 203 F" (02)|UZ — o F'(@%) W2, (72)
LoWs — 2Q20Us = 2@ F'(@2)Uin Win. (73)

Since the eigenfunctions of the homogeneous linear system following from (72) and (73) are nonlocalized, the right-
hand side of this system generates a solution which is not spatially localized as well. From the physical motivation it
is clear that the radiation escaping the perturbed soliton has the form of a wave propagating to the+ighto)

and a wave propagating to the I¢ft — —o0). Thus, we can introduce the amplitudé‘zé of the generated waves
according to the following boundary conditions:

(Uz, W) — a5 explFiv/220 — wx] asx — oo, (74)

The amplitudes of the radiation field can be found from system (72) and (73) as follows:

+00
1
aj =—B*(k)a, — i / dx (@ F' (@) [BUZU*(x, k) + 2Uin Win W (x, k)

—00
— W2AU(x, k)] + 203 F" (@2 URU ™ (x, k)}, (75)
1 +00
“2 = " akam / de(@ F/(@D[BURU™ (x, k) + 2Uin Wi W (x, k)
—00
— WRAU™T (x, k)] + 203 F" (@2 UEU T (x, k)}, (76)

wherek = —/2029 — w while A(k), U™ (x, k) and W+ (x, k) are the spectral data and the continuous-spectrum
functions defined by Eg. (20).

Next, we analyze the third-order approximatibfiand remove an exponentially divergent term at the fundamental
internal mode frequency2y. This procedure leads to the following equation for the slowly varying amplitude
a=a(T):

. da . 2
2laﬁ+(,3+ly)|a| a=0, 77

where the coefficients, g8, andy are defined by the following expressions:

+00 1 +00

o= / Ume dx = Q_ / WmLOVVm dx > 0, (78)
—00 Ofoo

y =4/220 — w(laf > + lay ) > O, (79)

and
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+00
B=— / dx {20 F'(@?)[(BUZ + W2)Uo + (3UZ — W2)Re Uz + 2Uin WinRe W]
—0o0
+ F'(®)[3Uih + 2UAWE + 3Wih] + 403 F" (@%) U (Up + Rel2)

+ AB2F" (@) (UL + URWE) + 404 F" (02U, (80)

The coefficientr given by (78) is the norm for the internal modg (x) of the linear problem (9), as it follows from
the orthogonality conditions (59) &, = £2,, and), (x) = YV,,(x). This norm is positive because the operatgr
is positive definite for alWw different froma®. For example, in the limif2g — 0, the norm can be calculated from
Egs. (62) and (64) to he = 23 Ms(wer) + O(£2D).

The coefficieng in Eq. (77) defined by Eg. (80) determines a nonlinearity-induced correction to the frequency of
the internal mode and this correction is typicaigative Thepositivecoefficienty, defined by Eq. (79), describes
the dissipative effects induced by the generation of the wave packets with the double frequency. As a result of the
dissipative effects, the amplitude of the internal mode decays according to the analytical solution of Eq. (77) written
for O = |a|? as follows:

0= Qo

N a+yQoT’ (81)

whereQg = Q(0). Thus, the generation of the linear waves at the double frequegy® the oscillating internal

mode leads to the inverse linear decay (81) of the mode en@rdhis result has been confirmed by numerical
simulations. Fig. 5 gives an example of the long-term evolution (a) and its view of much shorter timescales (b) of
the solitary wave of the cubic—quintic NLS equation (1) and (4) with an initially excited internal mode. The law of
the oscillation decay observed is given, with a good accuracy, by the analytical result (81).

As was observed in numerical simulations (see, e.g., [28—30]), the evolution of a perturbed soliton is accompanied
by intermediate oscillations even in the case of the cubic NLS equation where the internal mode does not exist.
This means that these intermediate oscillations are induced by wave packets of the continuous spectrum which are
decaying because of the linear (dispersion) properties. Indeed, it was found (see Egs. (26) and (55) in [29]) that
the dominating frequency of the oscillations varies during the time evolution, approaching the freqiency
of the edge of the continuous spectrum being effectively in the spectrumi@apw — 2|« (0)|2/ T, wherea (k)
is expressed through the scattering date. In that sense, the existence of the intermediate relaxation oscillation of a
scaled soliton in the integrable cubic NLS equation can be explained by using the concept of a virtual quasi-mode
existing for a finite time interval inside the spectrum gap due to the nonlinearity-induced frequency shift with the
amplitude decaying &6~1/2. We notice that precisely the same decay rate for this virtual quasi-mode follows from
our approach as given by Eq. (81). Thus, the inverse linear decay law is valid for both the radiative loses induced
by the generation of the waves at the double frequency and by linear dispersive effects.

5.2. Radiation due to generation of higher harmonics

Here we generalize the analysis presented above to evaluate the decay rate induced by the generaiion of the
multiple-frequency harmonics of the continuous spectrum. Because the direct asymptotic technique becomes very
cumbersome in higher orders of the multiscale expansions, we apply here an equivalent method based on the balance
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Fig. 5. (a) Example of the power law decay of the soliton amplitude oscillations shown for the soliton of the cubic—quintic NLS equation (1)
and (4) ab = +1 andw = 5. (b) Part of (a) shown in a different scale.

equations (see, e.g., [34). This method allows us to take into account only the nonlinear dissipative effects which
seem to be more important for describing the long-term evolution of the soliton internal mode while neglecting the
effects caused by the nonlinearity-induced shift of the mode frequency.

The balance equation for the pow&rcan be written as follows:

dv i [ 0w w*
=-(v——-v

dr 2\ ax dx

xX=+00

(82)

)

X=—00

where
1 +o00
N=3 / | |2 dx.
—0o0

Using the asymptotic expansion (69) and also the properties of the linear system (see Eq. (61)), we find the leading-
order of the expansion d¥in the form

2The same approach was employed in the paper by Buryak and Akhmediev [32], where more details and comparison with numerical
simulations can be found.
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N = Ns(w) + €%alal® + O(e3), (83)

where we have used the relation
+00
/ (U2 4+ W2 + @ Ug)dx = a,
—0o0
which can be proven by comparing the results that follow from the power balance equaion (82) and from the
Hamiltonian balance equation, see [25].

Next, we suppose that the lowest frequency in the admissible interval for the wave generatioritistidtiple
frequency of2. It implies that the frequencs2o belongs to the:ith zone in the gap of the continuous spectrum,

N, (84)
n n—1
In this case, the radiative nonlocalized component, that appears in the ordef of {of the asymptotic expansion,
has the asymptotics given by Eq. (74) witl?@replaced by: 29 andazi by a;F. The balance between the nonlinear
dissipative and evolution terms in Eq. (82) leads to the evolution of the en@rgy |a|? of the internal mode

oscillations with the slow tim&;, = ¢2*~?t according to the equation

do
a7,

T on, (85)
o

wherey, = 4/n20 — w(|a; 12+ la,; 12) (cf. Eq. (79)). Finally, we evaluate the decay rate of the internal oscillation
induced by the generation of th¢h multiple frequency wave packets
OJo

0= :
[1+ (n — Doy, 05T, ]V D

(86)

It should be noted that, in the asymptotic lifiy <« w, the analytical theory leading to Eq. (86) becomes invalid,
because the generated radiation is beyond the asymptotic expansions in powers of the small patartresarase,
the radiation is exponentially small énand this should modify the right-hand side of Eq. (86). A special asymptotic
technique should be applied to find a correct analytical law of the oscillation decay, and the corresponding details
will be published elsewhere.

6. Conclusions

Taking a rather universal model for envelope solitons described by the generalized NLS equation, we have
analyzed the existence and properties of internal modes of solitary waves which may appear when the nonlinear
equation for the wave envelope deviates from the exactly integrable cubic NLS equation. The internal mode of a
solitary wave manifests itself through long-lived periodic oscillation of the soliton amplitude which persists for
many periods. We have shown that there exmighresholdfor the internal mode to emerge from the edge of
the continuous spectrum, so that any small pertubation of the cubic NLS equation (with an appropriate sign) can
generate a soliton internal mode, and as a result, will modify qualitatively the soliton dynamics. We have calculated
the rate of a weak, radiation-induced relaxation damping of the initially excited amplitude oscillation of a solitary
wave associated with the existence of the internal mode. We have also pointed out that the existence of the soliton
internal modes in nonintegrable models can be naturally linked to the problem of stability of solitary waves.

The approach developed in this paper and the results obtained for the NLS equation with a general nonlinearity
are rather universal to find their applications in other nonlinear problems of different physical context. We believe
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that our study will stimulate the further analysis of the soliton internal modes restricted up to now by a number of
kink-bearing models.
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