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Rarefaction waves and dispersive shock waves are
generated from the step-like initial data in many
nonlinear evolution equations including the classical
example of the Korteweg–de Vries (KdV) equation.
When a solitary wave is injected on the step-like
initial data, it is either transmitted over or trapped
inside the rarefaction wave background. We show that
the transmitted soliton can be obtained by using the
Darboux transformation for the KdV equation. On
the other hand, we show with the help of numerical
simulations that the trapped soliton disappears in the
long-time dynamics of the rarefaction wave.

1. Introduction
The Korteweg–de Vries (KdV) equation is a classical
model for long surface gravity waves of small amplitude
propagating unidirectionally over shallow water of
uniform depth [1]. The normalized version of the KdV
equation takes the form

ut + 6uux + uxxx = 0, (1.1)

where t is the evolution time, x is the spatial coordinate
for the wave propagation and u is the fluid velocity. The
KdV equation has predominantly been studied on spatial
domains with either decaying or periodic boundary
conditions. However, due to many applications, e.g. the
tidal bores or the earthquake-generated waves [2], it is
also relevant to consider the initial value problem with
the step-like boundary conditions:

lim
x→−∞ u(t, x) = 0 and lim

x→+∞ u(t, x) = c2, (1.2)

where c2 > 0 is a constant.

2022 The Author(s) Published by the Royal Society. All rights reserved.
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Evolution of the step-like data results in the appearance of a rarefaction wave (RW) if t
advances to positive times or a dispersive shock wave (DSW) if t advances to negative times
[3]. In what follows, we will consider the initial value problem (1.2) for the RW in positive time
t> 0 since the analysis for negative time t< 0 is similar [4].

The interaction of waves with a mean flow is an important and well-established problem
of fluid mechanics, and it has been an active area of research. An excellent account on the
hydrodynamics of optical soliton tunnelling is given in ref. [5], where a localized, depression
wave (known as the dark soliton) of the one-dimensional defocusing nonlinear Schrödinger (NLS)
equation interacted with either RW or DSW. Other examples of the interaction between localized
solitary waves with large-scale, time-varying dispersive mean flows were studied in ref. [6] for
the modified KdV equation and in ref. [7] for the Benjamin–Bona–Mahony equation. A dual
problem was the interaction of a linear wavepacket (modulated waves) with the step-like initial
data [8]. Both transmission and trapping conditions of a small amplitude, linear, dispersive wave
propagating through an expansion (RW) or a undular bore (DSW) were explained by using the
Whitham modulation theory [9–11].

Focusing versions of the same problem were also considered in the cubic NLS equation [12,13]
and in the modified KdV equation [14]. Due to modulational instability, solitary waves, breathers,
and rogue waves were generated from the step-like initial data.

The initial value problem for the KdV equation can be analyzed by means of the inverse
scattering transform (IST) method [15], pioneered in refs. [16,17], which relates a solution of the
KdV equation (1.1) to the spectrum of the stationary Schrödinger equation:

Lv = λv and L := − ∂2

∂x2 − u, (1.3)

and the time evolution equation:

∂v

∂t
=Mv and M := −3ux − 6u

∂

∂x
− 4

∂3

∂x3 . (1.4)

The compatibility condition for the time-independent spectral parameter λ yields the KdV
equation (1.1) for u = u(t, x).

The IST method is usually applied on the infinite line for the initial data that decay to
zero sufficiently fast at infinity. In this case, the time evolution of the KdV equation (1.1) from
arbitrary initial data leads to a generation of finitely many interacting solitons and the dispersive
waves [18]. Solitons correspond to isolated eigenvalues of the discrete spectrum of the stationary
Schrödinger equation (1.3) and the dispersive waves correspond to the continuous spectrum.

For the step boundary conditions (1.2), the dynamics of the KdV equation (1.1) are more
interesting. In addition to the RW generated by the step boundary conditions for t> 0, a finite
number of solitary waves can appear from bumps in the initial data. Depending on the amplitude
of these bumps, they either evolve into large amplitude solitary waves propagating over the RW
background or into small amplitude solitary waves trapped by the RW [4].

The spectrum of the stationary Schrödinger equation (1.3) for the step-like boundary
conditions (1.2) was analyzed in ref. [19], where it was shown that the transmitted soliton
corresponds to an isolated real eigenvalue. Regarding the trapped soliton, it was related to
the so-called pseuso-embedded eigenvalue located near a specific point inside the continuous
spectrum. It was understood that this ‘pseuso-embedded eigenvalue’ did not correspond to a true
embedded eigenvalue with exponentially decaying eigenfunctions; however, details of where
such ‘eigenvalues’ were located were not given.

The rigorous IST method was applied to the KdV equation with the step-like boundary
conditions in [20,21]. Compared to (1.2) for the RW, the case of DSW was considered with zero
boundary conditions as x → +∞. N solitons scatter towards +∞ as t → +∞ as regular KdV
solitons with appropriately chosen phase shifts. The case of trapped solitons did not appear in
the IST formalism.
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Here, we will analyze the two scenarios of transmitted or trapped solitary waves similar to ref.
[19] but in more detail. Our principal results can be summarized as follows:

(1) The transmitted solitary wave can be generated by using the Darboux transformation of
the KdV equation. The Darboux transformation determines the different spatial decay
rates of the solitary wave for both x → −∞ and x → +∞ by the location of an isolated
real eigenvalue of the stationary Schrödinger equation (1.3).

(2) The trapped solitary wave does not actually exist as a proper soliton of the KdV equation.
The initial condition with a ‘pseudo-embedded eigenvalue’ is associated with resonant
poles of the stationary Schrödinger equation, which are located off the real axis and
correspond to spatially decaying eigenfunctions at one infinity and growing at the other
infinity.

(3) By using numerical experiments, we show that the asymptotic amplitude of the
transmitted solitary wave is determined by the initial amplitude, whereas the amplitude
of the trapped solitary wave decays to the amplitude of the RW background so that the
trapped solitary wave becomes invisible from the RW background for longer times.

(a) Organization of the paper
Section 2 reviews the scattering data and their time evolution for the class of solutions satisfying
the boundary conditions (1.2). Section 3 presents details of the direct scattering for two examples
of the initial data: the step function and a solitary wave on the step function. Section 4 presents a
construction of a transmitted solitary wave on the RW background via Darboux transformation.
Section 5 describes numerical simulations which illustrate that a trapped solitary wave disappears
inside the RW background as time evolves. Section 6 gives a summary of our findings and lists
open questions.

(b) Notations
We denote the Heaviside step function by H. The square root function

√
z for z ∈ C is defined

according to the principal branch such that Arg(
√

z) ∈ [0,π ) for every z ∈ C with Arg(z) ∈ [0, 2π ).

2. Direct scattering transform and the time evolution
Here, we review the spectral data and their time evolution in the solutions of the linear
equations (1.3) and (1.4) for the potential u = u(t, x) satisfying the boundary conditions (1.2).
We assume that u(t, x) → c2H(x) as |x| → ∞ sufficiently fast so that all formal expressions can be
rigorously justified with Levinson’s theorem for differential equations whose variable coefficients
are integrable perturbations of the constant coefficients.

The linear equation (1.4) can be rewritten in the following form:

∂v

∂t
= (4λ− 2u)

∂v

∂x
+ (ux + γ )v, (2.1)

where we have used vxxx = −(u + λ)vx − uxv from the Schrödinger equation (1.3) and have added
the parameter γ by the transformation v �→ v e−γ t.

We are looking for the spatially bounded non-zero solutions v= v(t, x). Existence of such
solutions depend on the values of the spectral parameter λ and should be performed separately
in three regions:

(0, ∞), (−c2, 0), and λ ∈ (−∞, −c2).

The border cases λ= 0 and λ= −c2 can also be included in the consideration but will be omitted
to keep the presentation concise.
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(a) Caseλ ∈ (0,∞)
We parameterize positive λ as λ= k2 with k> 0 and introduce

� :=
√

c2 + k2.

such that � > 0. One solution of the stationary Schrödinger equation (1.3) with u(t, x) → c2H(x) as
|x| → ∞ is given by φ(t, x; k) satisfying

φ(t, x; k) →
{

e−ikx, x → −∞,
a(t; k) e−i�x + b(t; k) ei�x, x → +∞,

(2.2)

where the coefficients a(t; k) and b(t; k) are referred to as the scattering data. The second linearly
independent eigenfunction is given by φ(t, x; −k). Both solutions are oscillatory on R and do not
decay to zero at infinity.

Substituting the asymptotics φ(t, x; k) → e−ikx and u(t, x) → 0 as x → −∞ into (2.1), we obtain
the definition of γ :

0 = γ e−ikx − 4ik3 e−ikx ⇒ γ = 4ik3. (2.3)

Substituting the asymptotics φ(t, x; k) → a(t; k) e−i�x + b(t; k) ei�x and u(t, x) → c2 as x → +∞ into
(2.1) and using the same value of γ from (2.3), we obtain

da
dt

= i(4k3 − 4k2� + 2c2�)a

and
db
dt

= i(4k3 + 4k2� − 2c2�)b

from which the exact solution is given by

a(t; k) = a(0; k) ei(4k2(k−�)+2c2�)t and b(t; k) = b(0; k) ei(4k2(k+�)−2c2�)t. (2.4)

Compared to the case of c = 0, it is no longer true that a(t; k) is constant in t.

(b) Caseλ ∈ (−c2, 0)
We parameterize negative λ by λ= −μ2 with μ ∈ (0, c) and introduce

� :=
√

c2 − μ2,

such that � > 0. For the sake of notations, we redefine φ(t, x; k), a(t; k) and b(t; k) for k = iμ with
μ> 0 as φ(t, x;μ), a(t;μ) and b(t;μ). We do not assume here any analyticity of the eigenfunctions
and scattering data in k. The only bounded solution as x → −∞ is obtained from (2.2) with k = iμ
as φ(t, x;μ) satisfying

φ(t, x;μ) →
{

eμx, x → −∞,
a(t;μ) e−i�x + b(t;μ) ei�x, x → +∞.

(2.5)

Time evolution of the scattering data is obtained from (2.4) with the same change k = iμ:

a(t;μ) = a(0;μ) e(4μ2(μ+i�)+2ic2�)t and b(t;μ) = b(0;μ) e(4μ2(μ−i�)−2ic2�)t. (2.6)

The second linearly independent solution φ(t, x; −μ) is unbounded as x → −∞. Note that φ(t, x;μ)
decays to zero as x → −∞ but is oscillatory as x → +∞.
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(c) Caseλ ∈ (−∞,−c2)
We use the same parameterization λ= −μ2 with μ> c and introduce

ν :=
√
μ2 − c2,

such that ν > 0. The only bounded solution as x → −∞ is obtained from (2.5) with � = iν, so that
φ(t, x;μ) satisfies

φ(t, x;μ) →
{

eμx x → −∞,
a(t;μ) eνx + b(t;μ) e−νx x → +∞.

(2.7)

The second linearly independent solution φ(t, x; −μ) is unbounded as x → −∞. If a(t;μ) �= 0,
then φ(t, x;μ) is unbounded as x → +∞. However, if a(t;μ0) = 0 for some μ0 ∈ (c, ∞), then the
eigenfunction φ(t, x;μ0) is bounded and exponentially decaying as |x| → ∞. The corresponding
eigenfunction satisfies

φ(t, x;μ0) →
{

eμ0x, x → −∞,
b0(t) e−ν0x, x → +∞,

where ν0 :=
√
μ2

0 − c2 and b0(t) satisfies the time evolution that follows from (2.6):

b0(t) = b0(0) e(4μ2
0(μ0+ν0)+2c2ν0)t.

Note that φ(t, x;μ0) is exponentially decaying as x → ±∞ with two different decay rates: μ0 at
−∞ and ν0 at +∞.

Remark 2.1. We say that λ0 = −μ2
0 is an isolated eigenvalue of the stationary Schrödinger

equation (1.3) if a(t;μ0) = 0 for μ0 ∈ (c, ∞) and we say that [−c2, ∞) is the continuous spectrum
of the stationary Schrödinger equation (1.3).

3. Examples of the step-like initial conditions
Here, we solve the scattering problem for two simplest initial conditions satisfying the boundary
conditions (1.2). Since the time evolution of the scattering data is not considered, we drop t from
the list of arguments.

(a) Case of the step function u0(x)= c2H(x)
For λ ∈ (0, ∞), the eigenfunction is given by (2.2), where the superposition of exponential
functions hold for every x< 0 and x> 0, not just in the limits x → −∞ and x → +∞. Since φ(x)
and φ′(x) must be continuous at x = 0, we derive the system of linear equations for a(k) and b(k):

1 = a(k) + b(k) and − ik = i�b(k) − i�a(k), (3.1)

where � =
√

c2 + k2. The linear system (3.1) admits a unique solution given by

a(k) = � + k
2�

and b(k) = � − k
2�

. (3.2)

Similarly, for λ ∈ (−c2, 0), the scattering data a(μ) and b(μ) are obtained from (3.2) by substituting
k = iμ with μ> 0:

a(μ) = � + iμ
2�

and b(μ) = � − iμ
2�

, (3.3)

where � =
√

c2 − μ2. No zeros of a(μ) exists for λ ∈ (−∞, −c2) since a(μ) is given by the same
expression (3.3) but with � = i

√
μ2 − c2 and

√
μ2 − c2 + μ> 0. The spectrum of the stationary

Schrödinger equation (1.3) is purely continuous.
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Remark 3.1. The step function can be replaced by the smooth function

u0(x) = 1
2

c2 [1 + tanh(εx)], ε > 0. (3.4)

Exact solutions for the scattering data a(k) and b(k) associated with u0 in (3.4) are available
in the literature [22]. The spectrum of the stationary Schrödinger equation (1.3) is also purely
continuous. We use (3.4) instead of c2H(x) in numerical computations to reduce the numerical
noise generated by the step function.

(b) Case of a soliton on the step function
We consider a linear superposition of a soliton and the step function:

u0(x) = 2μ2
0 sech2(μ0(x − x0)) + c2H(x), (3.5)

where μ0 > 0 is the soliton parameter and x0 < 0 is chosen to ensure that the soliton is located to
the left of the step function. The direct scattering problem for the initial condition (3.5) was solved
in ref. [19], and here, we extend the solution with more details.

The spectral problem (1.3) with u = u0 can be solved exactly [22]. For x< 0, the exact solution
for φ(x; k) satisfying φ(x; k) → e−ikx as x → −∞ is given by

φ(x; k) = e−ikx
[

1 − iμ0

k + iμ0
eμ0(x−x0) sech(μ0(x − x0)

]
, x< 0.

Similarly for x> 0, the exact solution for ψ(x; k) satisfying ψ(x; k) → ei�x as x → +∞ is given by

ψ(x; k) = ei�x
[

1 − iμ0

� + iμ0
e−μ0(x−x0) sech(μ0(x − x0)

]
, x> 0.

The scattering data a(k) and b(k) in the representation (2.2) can be found from the scattering
relation:

φ(x; k) = a(k)ψ(x; k) + b(k)ψ(x; k), x ∈ R,

where ψ(x; k) is obtained from ψ(x; k) by reflection � �→ −�. Since the Wronskian W(ψ1,ψ2) of
any two solutions ψ1 and ψ2 of the stationary Schrödinger equation (1.3) is independent of x, the
scattering coefficient a(k) can be obtained from the formula:

a(k) = W(φ(x; k),ψ(x; k))
W(ψ̄(x; k),ψ(x; k))

, x ∈ R, (3.6)

where we are free to choose x = 0 in (3.6). Hence, we compute

W(ψ̄ ,ψ)|x=0 = 2i�
(

1 + iμ0 eμ0x0 sech(μ0x0)
� − iμ0

)(
1 − iμ0 eμ0x0 sech(μ0x0)

� + iμ0

)

+ iμ2
0 sech2(μ0x0)
� − iμ0

(
1 − iμ0 eμ0x0 sech(μ0x0)

� + iμ0

)

+ iμ2
0 sech2(μ0x0)
� + iμ0

(
1 + iμ0 eμ0x0 sech(μ0x0)

� − iμ0

)

= 2i�
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and

W(φ,ψ)|x=0 = i(� + k)
(

1 − iμ0 eμ0x0 sech(μ0x0)
� + iμ0

) (
1 − iμ0 eμ0x0 sech(μ0x0)

� + iμ0

)

+ iμ2
0 sech2(μ0x0)
� + iμ0

(
1 − iμ0 e−μ0x0 sech(μ0x0)

k + iμo

)

+ iμ2
0 sech2(μ0x0)

k + iμ0

(
1 − iμ0 eμ0x0 sech(μ0x0)

� + iμ0

)

= i(� + k)(�k + μ2
0 + iμ0(� − k) tanh (μ0x0))

(� + iμ0)(k + iμ0)
,

which yields

a(k) = (� + k)(�k + μ2
0 + iμ0(� − k) tanh (μ0x0))

2�(� + iμ0)(k + iμ0)
. (3.7)

This expression coincides with (A6) in [19] up to notations.
Although the previous expressions were obtained for λ= k2 > 0 with k ∈ R, the scattering

coefficient a(k) can be continued analytically for k ∈ C with Im(k) ≥ 0. However, k = ic is a branch
point for the square root function for � :=

√
c2 + k2. The branch cuts can be defined at our disposal

on the imaginary axis, Re(k) = 0, for which Im(k) takes values on

either [−c, c] or (−∞, −c] ∪ [c, ∞).

We are looking for zeros of a(k) for Im(k)> 0 for which φ(x; k) → 0 as x → −∞.

— If a(k0) = 0 with Im(k0) ∈ (c, ∞) corresponds to �0 :=
√

c2 + k2
0 satisfying Im(�0)> 0, then

φ(x; k0) = b0ψ(x; k0) → 0 as x → +∞. This yields the eigenvalue λ0 := k2
0 of the spectral

problem (1.3), for which the branch cut can be chosen for Re(k) = 0 and Im(k) ∈ [−c, c].
In this case, the spectral theory of the Schrödinger equation (1.3) implies that Re(k0) = 0
and Re(�0) = 0.

— If a(k0) = 0 with Im(k0) ∈ (0, c) corresponds to �0 :=
√

c2 + k2
0 satisfying Re(�0)> 0 and

Im(�0)< 0, then φ(x; k0) = b0ψ(x; k0) → ∞ as x → +∞. In this case, we say that λ0 := k2
0 is

the resonant pole of the spectral problem (1.3). The branch cut can be chosen for Re(k) = 0
and Im(k) ∈ (−∞, −c] ∪ [c, ∞), and Re(k0) is not generally zero.

Remark 3.2. The coefficient b0 in φ(x; k0) = b0ψ(x; k0) for which a(k0) = 0 cannot be associated
with b(k0) because the scattering coefficient b(k) is not analytically continued off the real axis
unlike the scattering coefficient a(k).

We are now in position to analyze zeros of a(k) given by (3.7). The following proposition
presents the main outcome of this analysis.

Proposition 3.3. For sufficiently large negative x0, an isolated eigenvalue λ0 ∈ (−∞, −c2) persists
near −μ2

0 if μ0 ∈ (c, ∞), whereas the embedded eigenvalue λ0 ∈ (−c2, 0) moves to a resonant pole with
Re(k0)< 0 and Im(�0)< 0 if μ0 ∈ (0, c).

Proof. Since � + k �= 0, it follows from (3.7) that a(k) = 0 if and only if k is the root of the following
transcendental equation:

�k + μ2
0 + iμ0(� − k) tanh (μ0x0) = 0. (3.8)

The algebraic equation (3.8) is factorized in the limit x0 → −∞ as (� + iμ0)(k − iμ0) = 0. Hence,
there exists a simple root k = iμ0 in the limit x0 → −∞. If μ0 ∈ (c, ∞), this root corresponds to
an isolated eigenvalue λ= −μ2

0 ∈ (−∞, −c2); however, if μ0 ∈ (0, c), the root corresponds to an
embedded eigenvalue λ= −μ2

0 ∈ (−c2, 0) in the continuous spectrum. We consider the two cases
separately.
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Isolated eigenvalue if μ0 ∈ (c, ∞). Since tanh(μ0x0) = −1 + 2 e2μ0x0 + O(e4μ0x0 ) as x0 → −∞, the
simple root of equation (3.8) can be extended asymptotically as follows:

k = iμ0

[
1 − 2

(
�0 − iμ0

�0 + iμ0

)
e2μ0x0 + O(e4μ0x0 )

]
, (3.9)

where �0 := i
√
μ2

0 − c2 if μ0 > c. Therefore, k ∈ iR in the first two terms. Similarly, the expansion

for � =
√

c2 + k2 is given by

� = �0

[
1 − 2μ2

0

μ2
0 − c2

e2μ0x0

(
�0 − iμ0

�0 + iμ0

)
+ O(e4μ0x0 )

]
, (3.10)

so that � ∈ iR in the first two terms. To show that k, � ∈ iR persists beyond the first two terms,
we substitute k = iμ and � = iν with ν =

√
μ2 − c2 into (3.8) and obtain the real-valued equation

F(μ,α) = 0, where

F(μ,α) :=μ

√
μ2 − c2 − μ2

0 + μ0(
√
μ2 − c2 − μ)α, α := tanh (μ0x0). (3.11)

The function F(μ,α) : R
2 �→ R is a C1 function near (μ,α) = (μ0, −1) satisfying F(μ0, −1) = 0 and

∂μF(μ0, −1) =
√
μ2

0 − c2 + μ0 �= 0.

By the implicit function theorem, there exists a simple real root μ ∈ (c, ∞) of F(μ,α) = 0 for every
x0 � −1 (α≈ −1) such that μ→μ0 as x0 → −∞ (α→ −1). Since k = iμ ∈ iR and � = i

√
μ2 − c2 ∈

iR, the simple real root μ ∈ (c, ∞) determines an isolated eigenvalue λ= −μ2 ∈ (−∞, −c2) of the
spectral problem (1.3).

Resonant pole if μ0 ∈ (0, c). In this case, we have �0 =
√

c2 − μ2
0 ∈ R so that k and � in (3.9) and

(3.10) are no longer purely imaginary. Since

�0 − iμ0

�0 + iμ0
= (�0 − iμ0)2

�2
0 + μ2

0
= 1

c2 (c2 − 2μ2
0 − 2iμ0�0),

we obtain from (3.9) and (3.10) that

Re(k) = −4μ2
0

c2

√
c2 − μ2

0 e2μ0x0 + O(e4μ0x0 )

and

Im(�) = −4μ3
0

c2 e2μ0x0 + O(e4μ0x0 ).

Hence, Re(k)< 0 and Im(�)< 0 for the root of the complex-valued equation F(μ,α) = 0, which
still exists for x0 � −1 by the same application of the implicit function theorem. Therefore, the
eigenfunction φ(x; k) for this root k satisfies φ(x; k) → 0 as x → −∞ because Im(k)> 0, but φ(x; k) =
b0ψ(x; k) → ∞ as x → +∞ because Im(�)< 0. Thus, this root corresponds to the resonant pole
λ= k2 with Re(λ) ∈ (−c2, 0) and Im(λ)< 0, for which the eigenfunction φ(x; k) decays exponentially
at −∞ and diverges exponentially at +∞. �

Remark 3.4. There exists a symmetric resonant pole −k̄ relative to iR if � = −
√

c2 + k2 is defined
according to the second branch of the square root function. The corresponding eigenfunction is
associated with the same function φ(x; k) that decays exponentially at −∞ because Im(k)> 0 but
grows exponentially at +∞ as φ(x; k) = b0ψ(x; k) because Re(k)> 0, Re(�)< 0 and Im(�)< 0.

Remark 3.5. It was missed in ref. [19] that the ‘pseudo-embedded eigenvalue’ near λ= −μ2
0 ∈

(−c2, 0) splits into a pair of resonant poles. There exists no embedded eigenvalues in the spectral
problem (1.3) if μ0 ∈ (0, c).
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4. A transmitted soliton via Darboux transformation
The Darboux transformation u �→ û for the KdV equation (1.1) can be defined as follows [23]. Let
u be a bounded solution of the KdV equation (1.1), v0 be a smooth solution of the linear equations
(1.3) and (1.4) with λ0 ∈ R and v be an arbitrary solution of the linear equations with arbitrary λ.
If v0 �= 0 everywhere, then

û := u + 2
∂2

∂x2 log(v0) (4.1)

is a new bounded solution of the KdV equation (1.1) and

v̂ := ∂v

∂x
− v

∂

∂x
log(v0) (4.2)

is a solution of the linear equations (1.3) and (1.4) with u = û for the same value of λ as in v.
Validity of the transformation formulas (4.1) and (4.2) can be checked by direct substitutions.

For the purposes of comparison, we first construct a soliton on the zero background and then
study a transmitted soliton on the background of the soliton-free solution satisfying the boundary
conditions (1.2).

(a) One soliton on the zero background
For the trivial solution u = 0 of the KdV equation (1.1), we can pick the following solution of the
linear equations (1.3) and (1.4) with fixed λ0 = −μ2

0 ∈ (−∞, 0),

v0(t, x) = eμ0(x−4μ2
0t−x0) + e−μ0(x−4μ2

0t−x0),

where x0 is arbitrary. Substituting v0 into (4.1) yields the one-soliton solution

û(t, x) = 2μ2
0 sech2[μ0(x − 4μ2

0t − x0)], (4.3)

where μ0 determines the amplitude 2μ2
0, the width μ−1

0 and the velocity 4μ2
0 of the soliton, and

x0 determines the initial location of the soliton. The transformation formula (4.2) for the second,
linear independent solution

v(t, x) = eμ0(x−4μ2
0t−x0) − e−μ0(x−4μ2

0t−x0)

of the same linear equations (1.3) and (1.4) with u = 0 and λ= λ0 yields the exponentially decaying
solution

v̂(t, x) = 2μ0sech[μ0(x − 4μ2
0t − x0)]

of the linear equations (1.3) and (1.4) with u = û and λ= λ0. Hence, λ0 = −μ2
0 is the isolated

eigenvalue of the stationary Schrödinger equation (1.3) corresponding to the one-soliton solution
(4.3).

Remark 4.1. Picking solutions of the linear equations (1.3) and (1.4) with fixed λ0 = k2
0 ∈ (0, ∞)

does not generate bounded solutions of the KdV equation (1.1) by the Darboux transformation.
Indeed, a general solution is given by

v0(t, x) = c1 cos(k0x + 4k3
0t) + c2 sin(k0x + 4k3

0t),

where (c1, c2) are arbitrary constants. Substituting v0 into (4.1) yields a new solution of the KdV
equation (1.1),

û(t, x) = − 2k2
0(c2

1 + c2
2)

[c1 cos(k0x + 4k3
0t) + c2 sin(k0x + 4k3

0t)]2
,

which is singular at countably many lines in the (x, t) plane, where

tan(k0x + 4k3
0t) = − c1

c2
.
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(b) One-soliton on the step function
The following proposition presents the main result of this section. It states that a transmitted
soliton can be generated via Darboux transformation.

Proposition 4.2. Let u be a bounded solution of the KdV equation (1.1) with the boundary conditions
(1.2) such that the spectrum of the Schrödinger equation (1.3) is purely continuous in [−c2, ∞). For every
λ0 <−c2, there exists a choice of a smooth function v0 for which the Darboux transformation (4.1) returns
a bounded solution û of the KdV equation (1.1) such that the spectrum of the Schrödinger equation (1.3)
consists of the purely continuous spectrum in [−c2, ∞) and a simple isolated eigenvalue λ0.

Proof. Let λ0 be fixed, so that λ0 = −μ2
0 ∈ (−∞, −c2), with μ0 ∈ (c, ∞). Then for a(t;μ0) �= 0, there

exists a solution φ(t, x;μ0) of the linear system (1.3) and (1.4) satisfying the boundary behaviour
(2.7) so that φ(t, x;μ0) → 0 as x → −∞ and φ(t, x;μ0) → ∞ as x → +∞. By the Sturm’s theorem,
φ(t, x;μ0)> 0 for every (t, x) since λ0 is below the spectrum of the Schrödinger equation (1.3) for
every t ∈ R. Similarly, there exists a strictly positive solution ψ(t, x;μ0) satisfying ψ(t, x;μ0) → 0
as x → +∞ and ψ(t, x;μ0) → ∞ as x → −∞. If c1 and c2 are positive constants,

v0(t, x) = c1φ(t, x;μ0) + c2ψ(t, x;μ0)

is positive everywhere so that the Darboux transformation (4.1) yields a bounded solution û. Let
d1 and d2 be arbitrary satisfying c1d2 − c2d1 �= 0 and define

v(t, x) = d1φ(t, x;μ0) + d2ψ(t, x;μ0).

Due to the decay and divergence conditions on φ(t, x;μ0) and ψ(t, x;μ0), the transformation (4.2)
yields an exponentially decaying solution

v̂ = (c1d2 − c2d1)
(φ(t, x;μ0)∂xψ(t, x;μ0) − ψ(t, x;μ0)∂xφ(t, x;μ0))

c1φ(t, x;μ0) + c2ψ(t, x;μ0)
,

of the Schrödinger equation (1.3) for λ= λ0. Hence, λ0 ∈ (−∞, −c2) is an isolated eigenvalue. It
is a simple eigenvalue by the Sturm theorem. For every other value of λ, the transformation
(4.2) returns bounded oscillatory solutions if λ ∈ [−c2, ∞) and unbounded solutions if λ ∈
(−∞, −c2)\{λ0} so that the spectrum of the Schrödinger equation (1.3) associated with û consists
of the purely continuous spectrum in [−c2, ∞) and a simple isolated eigenvalue λ0. �

We illustrate the Darboux transformation for the transmitted soliton by considering an
example with the initial data u0(x) = c2H(x) at t = 0, and drop t from the list of arguments.
We use the following solution of the stationary Schrödinger equation (1.3) with u = u0 and
λ= −μ2

0 ∈ (−∞, −c2) with μ0 ∈ (c, ∞),

v0(x) =
{

eμ0(x−x0) + e−μ0(x−x0), x< 0,
c1 eν0x + c2 e−ν0x, x> 0,

where ν0 :=
√
μ2

0 − c2 > 0, x0 is arbitrary, and (c1, c2) are found from the continuity of v0 and v′
0

across x = 0. Setting up and solving the linear system for (c1, c2) similar to (3.1), we obtain the
unique solution: ⎧⎪⎪⎨

⎪⎪⎩
c1 = ν0 + μ0

2ν0
e−μ0x0 + ν0 − μ0

2ν0
eμ0x0 ,

c2 = ν0 − μ0

2ν0
e−μ0x0 + ν0 + μ0

2ν0
eμ0x0 .

Substituting v0 into (4.1) yields the initial condition, where one soliton is superposed to the step
function:

û0(x) = 2μ2
0 sech2[μ0(x − x0)], x< 0 (4.4)

and

û0(x) = c2 + 4ν2
0

ν2
0 + μ2

0 + (ν2
0 − μ2

0) cosh(2μ0x0)

[(ν0 + μ0) cosh(ν0x − μ0x0) + (ν0 − μ0) cosh(ν0x + μ0x0)]2 , (4.5)

 D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//r

oy
al

so
ci

et
yp

ub
lis

hi
ng

.o
rg

/ o
n 

30
 N

ov
em

be
r 

20
22

 



11

royalsocietypublishing.org/journal/rspa
Proc.R.Soc.A478:20220474

..........................................................

for x> 0. The denominator of (4.5) is strictly positive for every x0 ∈ (−∞, x∗), where x∗ is the
unique positive root of the transcendental equation:

cosh(2μ0x0) = μ0 + ν0

μ0 − ν0
> 1.

If x0 = x∗, the expression (4.5) is singular at x =μ0x0/ν0, and if x0 ∈ (x∗, ∞), there exist two
singularities of (4.5) on (0, ∞) before and after the value x =μ0x0/ν0. The transmitted soliton
corresponds to the value of x0 inside (−∞, x∗).

Remark 4.3. The one-soliton û0 decays differently as x → −∞ and as x → +∞, according to
(4.4) and (4.5). The decay rate μ0 at −∞ corresponds to the zero boundary condition, whereas the

decay rate ν0 =
√
μ2

0 − c2 at +∞ corresponds to the non-zero boundary condition c2. Due to this
discrepancy, the one-soliton obtained by the Darboux transformation is different from the initial
condition (3.5), which has the same decay rate μ0 at ±∞. In addition, the former is related to the
isolated eigenvalue λ0 = −μ2

0, whereas the latter is related to the isolated eigenvalue λ= k2
0 with

k0 = iμ0 + O(e2μ0x0 ) given by (3.9).

Remark 4.4. The one-soliton û0 given by (4.4) and (4.5) corresponds to the initial condition for
the transmitted soliton which overtakes the RW in the time dynamics of the KdV equation (1.1).
The corresponding time-dependent solution can be constructed from the Darboux transformation
with the RW solution u = u(t, x). Since solutions u(t, x) and v0(t, x) are not explicit, we do not obtain
û(t, x) in the explicit form for t �= 0.

Remark 4.5. If λ= −μ2
0 ∈ (−c2, 0) with μ0 ∈ (0, c), solution of the stationary Schrödinger

equation (1.3) is a bounded and oscillatory function for x> 0. Darboux transformation (4.1)
generates unbounded solution û0(x) at a countable set of points for x> 0 similarly to remark 4.1.
No trapped soliton can be constructed by the Darboux transformation for λ ∈ (−c2, 0) because no
embedded eigenvalues with spatially decaying eigenfunctions exist.

Remark 4.6. If λ= k2
0 ∈ (0, ∞), then solutions of the stationary Schrödinger equation (1.3)

are bounded and oscillatory for both x< 0 and x> 0. Darboux transformation (4.1) generates
unbounded solution û0(x) at countable sets of points for both x< 0 and x> 0.

5. Time dynamics of one-soliton on the RW background
Here, we perform the time-dependent computations of the KdV equation (1.1). We utilize here
the finite-difference method introduced by Zabusky and Kruskal in [24] for numerical solution of
the KdV equation (1.1).

Let um
n be a numerical approximation of u(tm, xn) on the equally spaced grid {xn} with the

equally space times {tm}. The time step is τ , and the spatial step size is h. The two-point numerical
method in ref. [24] is given by

um+1
n = um−1

n − 2τ
h

(
um

n+1 + um
n + um

n−1
) (

um
n+1 − um

n−1
) − τ

h3

(
um

n+2 − 2um
n+1 + 2um

n−1 − um
n−2

)
.

The first step is performed separately with the Euler method

u1
n = u0

n − τ

h

(
u0

n+1 + u0
n + u0

n−1

) (
u0

n+1 − u0
n−1

)
− τ

2h3

(
u0

n+2 − 2u0
n+1 + 2u0

n−1 − u0
n−2

)
.

The finite-difference method is stable if τ < 2/3
√

3h3 for small h [24]. To avoid oscillations of
solutions due to the step background, we use the smooth function (3.4) superposed with the
soliton (3.5) so that the initial data are

u0(x) = 2μ2
0sech2(μ0(x − x0)) + 1

2
c2 [1 + tanh(εx)], (5.1)

where x0 < 0 and ε= 1.
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Figure 1. The time evolution of a transmitted soliton forμ= 1.4, c = 1, x0 = −15 and ε= 1 at (a) t = 0, (b) t = 4 and (c)
t = 8. (Online version in colour.)

(a) Outcomes of numerical computations
Evolution of the KdV equation (1.1) with the initial data (5.1) depends on the amplitude of 2μ2

0
of the solitary wave to the left of the step-like background. Figure 1 shows three snapshots of the
evolution with μ0 = 1.4> c = 1. A travelling solitary wave with a sufficiently large amplitude
reaches and overtakes the RW formed from the step-like background. This corresponds to
dynamics of the transmitted soliton.

Figure 2 shows three snapshots of the evolution with μ0 = 0.95< c = 1. A travelling solitary
wave with a sufficiently small amplitude becomes trapped inside the RW and does not reach its
top. This corresponds to dynamics of the trapped soliton.

The different behaviour on figures 1 and 2 is related to the different spectrum of the stationary
Schrödinger equation (1.3) shown on figure 3. We compute the spectrum by using the second-
order central-difference approximation for the Schrödinger equation (1.3) with the potential (5.1).
Figure 3a shows the spectrum for μ= 1.4. The isolated eigenvalue is superimposed with the
approximation obtained from the numerically computed root of the function (3.11). The difference
between the two approximations is not visible on the scale of the figure, and it is of the order
of O(10−3). Figure 3b shows the spectrum for μ= 0.95, for which no isolated or embedded
eigenvalues exist.

(b) Data analysis
We will elaborate the numerical criterion to show that the trapped soliton disappears in the long-
time dynamics of the RW. In other words, the solitary wave does not appear to be a proper soliton
on the RW background but is instead completely absorbed by the RW.

 D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//r

oy
al

so
ci

et
yp

ub
lis

hi
ng

.o
rg

/ o
n 

30
 N

ov
em

be
r 

20
22

 



13

royalsocietypublishing.org/journal/rspa
Proc.R.Soc.A478:20220474

..........................................................

2.5

2.0

1.5

1.0

0.5

0

–20 0 20 40 60 80 100

2.5

2.0

1.5

1.0

0.5

0

0 50 100 150 200 250 300 350 400

2.5

2.0

1.5

1.0

0.5

0

0 50 100 150 200 250 300 350 400

(a)

(c)

(b)

Figure 2. The time evolution of a trapped soliton forμ= 0.95, c = 1, x0 = −10 and ε= 1 at (a) t = 0, (b) t = 20 and (c)
t = 40. (Online version in colour.)
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Figure 3. Spectrum of the stationary Schrödinger equation (1.3) for (a)μ= 1.4 and (b)μ= 0.95 with the potential u0 given
by (5.1). (Online version in colour.)

Let a2 be the constant background (which may change in time). The solitary wave on the
constant background is obtained from the soliton on the zero background (4.3) with the Galilean
transformation:

u(t, x) = a2 + 2ν2
0 sech2[ν0(x − 4ν2

0 t − 6a2t − x0)], (5.2)
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where ν0 > 0 is the soliton parameter. As follows from the construction of one-soliton on the
constant background with the Darboux transformation, see expressions (4.4) and (4.5), ν0 is

related to the fixed value μ0 (determined for a = 0) by ν0 =
√
μ2

0 − a2 as long as a<μ0. Hence,

the amplitude of the soliton (5.2) on the constant background a2 is expressed as follows:

A = a2 + 2ν2
0 = 2μ2

0 − a2.

When the solitary wave advances to the RW from the left and is strongly localized on the long
scale of the RW like on figures 1 and 2, the background a2 is determined by the value of the RW
at the location of the solitary wave.

The RW background can be approximated by the solution of the inviscid Burgers’ equation
ut + 6uux = 0 starting with the piecewise linear profile:

u0(x) =

⎧⎪⎨
⎪⎩

0, x<−ε,
(2ε)−1(x + ε), −ε≤ x ≤ ε,
1, x> ε.

Solving the inviscid Burgers’ equation with u(0, x) = u0(x) yields

u(t, x) =

⎧⎪⎨
⎪⎩

0, x<−ε,
(2ε + 6t)−1(x + ε), −ε≤ x ≤ ε + 6t,
1, x> ε + 6t.

Location ξ (t) of the solitary wave on the RW is detected numerically from which we determine

a2(t) = (2ε + 6t)−1(ξ (t) + ε) as long as ξ (t) ∈ [−ε, ε + 6t].

This gives the theoretical prediction of the amplitude of the solitary wave,

A(t) = 2μ2
0 − a2(t).

The theoretical prediction can be compared with the numerical approximation of the amplitude
of the solitary wave computed by the quadratic interpolation from three grid points near the
maximum of u.

Figure 4 shows the numerically detected amplitude of the solitary wave versus time (figure 4a)
and versus the amplitude of the RW background (figure 4b) for the transmitted soliton with μ0 =
1.4> c = 1. The numerical approximation is shown by the black solid line. The red dashed line
show the final amplitude A∞ = 2μ2

0 − c2 (figure 4a) and the theoretically computed amplitude
A(t) = 2μ2

0 − a2(t) (figure 4b). It is obvious that the discrepancy between the two lines disappear
with time and that A(t) → A∞ as t evolves. The blue dashed line on figure 4b shows the amplitude
of the background a2(t) at the location of the transmitted soliton. Since a2(t) → c2 and A∞ > c2

since μ0 = 1.4> c = 1, the black solid line and the blue dashed line do not meet and the soliton is
transmitted over the RW background as shown in figure 1.

Figure 5 shows the same quantities as shown in figure 4 but for the trapped soliton with
μ0 = 0.95< c = 1. Since A∞ = 2μ2

0 − c2 < c2, the amplitude of the solitary wave never reaches the
horizontal asymptote on figure 5a because the trapped soliton dissolves inside the RW. Figure 5b
shows again that the numerical approximation (black solid line) is getting closer to the theoretical
approximation of the soliton amplitude A(t) (red dashed line) as t evolves. However, for the
trapped soliton, the black solid line and the blue dashed line meet so that there exists the limiting
value of the background a2∞ such that a(t) → a∞ as t → ∞. The limiting value a∞ is found from
the balance 2μ2

0 − a2∞ = a2∞ at a∞ =μ0. Hence, the trapped solitary wave completely disappears
inside the RW background as shown in figure 2.

6. Summary
We have considered the case when a solitary wave is added on the step-like initial data for
the KdV equation. The step-like initial data evolve into a RW, whereas the solitary wave either
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Figure 4. Data analysis for the transmitted soliton shown in figure 1: (a) amplitude of the solitary wave versus time (black)
and the limiting amplitude A∞ = 2μ2

0 − c2 (red). (b) Amplitude of the solitary wave versus amplitude of the RWbackground
detected numerically (black) and theoretically (red). The blue dashed line shows the amplitude of the RW background. (Online
version in colour.)
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Figure 5. The same as shown in figure 4 but for the trapped soliton shown in figure 2. (Online version in colour.)

propagates over the RW or completely disappears inside the RW. The outcome depends on
whether there exists an isolated eigenvalue of the Schrödinger spectral problem outside the
continuous spectrum. If it exists, we can construct the transmitted soliton by using the Darboux
transformation. If the isolated eigenvalue does not exist, we have shown that no embedded
eigenvalues exist because zeros of the transmission coefficients that correspond to the soliton
data transform into complex resonant poles.

We hope that this study will open a road for further advances on the subject of solitary
waves propagating over the RW and DSW backgrounds. One of the important problems is to
use the Darboux transformation for computations of the limiting phase shifts of the transmitted
solitary waves as t → ±∞ and comparison with the experimentally detected phase shifts [4].
Another interesting problem is to understand better how the modulation theory for soliton
propagation used in our data analysis is justified within the Whitham modulation theory
[9–11]. Although the resolution formulas for N solitons transmitted over the zero background
have been derived in refs. [20,21], it is interesting to see how the transformations between
the two problems change these formulas to the case of the non-zero boundary conditions and
how these formulas correspond to outcomes of the qualitative theory of soliton tunnelling in
refs. [5,6].
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