1. Finite-dimensional vector spaces

1.1. Construction of linear vector spaces and linear operators

1.1.1. Properties of linear vector space V = R"

1. addition
Va,b € R": a+b=(a+b,as+bs,...,a,+by)"
2. scalar multiplication

VaeR" \eR: Aa = (Aai, Aag, ..., Aa,) T

3. null-vector
0=(0,0,...,0)7 ¢ R"

4. norm

VacR': |l = /a}+ a3+ ... +a2
5. inner product
Va,b € R": (a,b) = a1by + asby + ... + ayb,

(2) (a,a) = [la]* > 0

(b) (a,b) = (b, a)

(¢c) (a,Ab + uc) = A(a,b) + u(a, c)
6. dimension

There exists a basis of vectors {uy, us, ..., u, }, such that

01U1+CQUQ+...+Cnun:OERn, co=c=..=c, =0

7. ortho-normal (orthogonal and normalized) basis {e1, es, ..., e,}

0, 1 #7
(€i,€;) = 0ij = { 1 i



1.1.2. Recipe #1: Gram-Schmidt orthogonalization procedure

The Gram Schmidt orthogonalization procedure transforms any
basis {uy, uy, ..., u, } in R” to an ortho-normal basis {ey, ey, ..., e, }
in R".

1. Start with normalization

u
€ —
[ |
2. Repeat for j =1,2,....n — 1:
(a) orthogonalization
Vitl = Uj41 — (€1 — Q€9 — ... — (€4,

where o = (€, Vjt1), 1 = 1,2, ..., ]

(b) normalization
Vi+1

1Vl

€j+1 =

Example:

|
o

u; = 1 ’ Uy = 2 ) us =



1.1.3. Properties of projections in ortho-normal basis
Vx e R": x=ux€e +x9€y+ ... + T,€,,
where
(€ €j) = 0iy, ;= (€;,X)
1. Invariance of inner products
(X,¥) = 21y1 + Tay2 + ... + TpYn
2. Parseval’s equality
x| = (x,x) = 2% + 23 + ... + 27
3. Bessel’s inequality
Ym<n: zi+as+.. +a), < (X,X)
4. Schwarz’s inequality
(x,y)* < (x,%) (y,)
5. Triangle inequality
Ix+yl < [ + [yl

Theorem: Let V = R” be vector space with an ortho-normal
basis {ey, ..., e, }. Any linear operator A(v) fromv € V to A(v) €
V is equivalent to a matrix A with elements

Aij = (e, Aley))

such that projections of vectors x € V and y = A(x) € V are
related by matrix multiplication:

Y1 I
y_2 — A X2

Yn Ln



